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Real-time neural-network-based control of a gyro-mirror line-of-sight stabilization platform

T. H. LEE†, S. S. GE†, C. C. HANG†, Q. ZHAO† and A. S. AU†

In this paper, we consider the real-time neural-network-based control of a gyro-mirror line-of-sight stabilization platform. This is an example of a multivariable nonlinear servomechanism encountered in certain practical applications, and the appropriate neural-network-based modelling and controller design are discussed. In the paper, real-time experimental results in applying the proposed controller to a pilot-scale gyro-mirror platform are presented to demonstrate its effectiveness. These experiments also serve to verify the analytical results in a prototype real-time application.

1. Introduction

The gyro-mirror line-of-sight (LOS) stabilization platform (see Fig. 1) is a very useful device which forms the basis of a wide range of practical instruments used for purposes of sighting and targeting in both surface and air-borne vehicles (Alford 1987, Bigley and Rizzo 1987). By virtue of its inertial properties, this line-of-sight stabilization platform possesses the ability to maintain the fixed direction of the sight line of an electro-optical sensor when it is subjected to external disturbance such as the base motion of host vehicles on which it is mounted. The dynamics of such a platform are highly nonlinear, and the difficulty of the problem is compounded by the need to operate at different gyroscope flywheel speeds and under different payload conditions. For control of such systems, traditional techniques which are commonly used include optimal control (Zhang and Barton 1991), conventional variable-structure control (Hashimoto 1987) and linear adaptive control (Sepe and Lang 1991). However, most of these lose effectiveness when the servomechanisms have fairly severe nonlinear dynamics and, more recently, there has been increasing research and development work to address this problem with the design of control systems, incorporating neural networks. Some examples have been given by Nguyen and Widrow (1990), Ozaki et al. (1991), Tzirkel and Fallside (1991), Lee et al. (1992), Sanner and Slotine (1992), Lee and Tan (1993) and Ge et al. (1997), but there are undoubtedly other interesting and related developments. In these, neural networks are used in various ways to construct nonlinear control systems to handle a variety of control objectives. The key elements in the design procedure are the proper choice of the functions to be approximated and an appropriate control strategy that utilizes this approximation.

In this paper, we further extend the earlier work (Lee et al. 1992, Lee and Tan 1993, Ge et al. 1997), that we have carried out in neural-network-based servomechanism control systems and develop a real-time neural-based controller applicable to the gyro-mirror LOS stabilization platform. Note that this is a multivariable servomechanism with nonlinear dynamics and, in the developments presented in this paper, adaptive techniques are utilized and two types of radial basis function (RBF) neural networks are considered: the Gaussian RBF and the Hardy multiquadric RBF. The appropriate neural-network-based modelling and controller design are discussed in the paper and, further, real-time experimental results in applying the proposed controller to a pilot-scale gyro-mirror platform are also presented to demonstrate its effectiveness. These experiments also serve to verify the analytical results in a prototype real-time application.

2. Radial basis function neural networks

The function approximation problem is concerned with the problem of approximating or interpolating a continuous multivariate function \( f(x) : R^n \rightarrow R^m \) where \( x = (x_1, x_2, \ldots, x_n) \) by an approximating function.
having a fixed number of parameters $W$ with $W = [w_1, w_2, \ldots, w_d]^T$. Some metric (or distance function) $p$ may be used to measure the distance of $p[f(x), F(W,x)]$ of an approximation $F(W,x)$ from $f(x)$. The distance is usually in the form of a norm, for instance the $L_2$ norm. The approximation problem can then be stated formally (Rice 1964) as follows.

**Definition:** If $f(x)$ is a continuous function defined on set $X$ and $F(W,x)$ is an approximating function that depends continuously on $W$ and $x$, the approximation problem is to determine the optimal parameters $W^*$ such that

$$p[F(W^*,x), f(x)] \leq \varepsilon$$

for an acceptably small $\varepsilon$.

A solution to this problem, if it exists and corresponds to the smallest $\varepsilon$, is said to be the best approximation. The existence of a best approximation depends ultimately on the class of functions to whom $F(W,x)$ belongs. The learning algorithm is then to minimize the distance $p$. Hence, there are two distinct problems in functions approximation. The first problem is the representation problem which deals with which approximating function $F(W,x)$ can best approximate the function $f(x)$. The other problem is the learning problem, which is to find the training method to ensure that the optimal parameters $W^*$ for a given choice of $F$ is obtained.

Because of its 'learning' ability, a neural network (Khanna 1990) is well suited to provide the approximate function $F(W,x)$ and, among the different classes of neural network structures that may be considered, there is a particular class that utilizes RBFs in its internal structure. For this class, the RBFs are those functions in the hidden units (Khanna 1990) which constitute an arbitrary 'basis' for the input vectors when they are expanded into the hidden layer. A typical RBF neural network thus has three different layers, namely the input layer, the hidden layer and the output layer, and, as indicated previously, it is the hidden layer that contains the RBFs. The transformation from input space to hidden-unit space is nonlinear, and the transformation from the hidden-unit space to the output space is linear. The use of these RBFs in the design of artificial neural networks has been discussed by Broomhead and Lowe (1988) for example, and the approximation of continuous functions by RBF neural networks has been analysed by Poggio and Girosi (1990). A number of function types can be used for the RBFs, and these would include the Gaussian function class and the Hardy multiquadric functions class (Micchelli 1986). In the work presented in this paper, we shall consider these two kinds of RBF because the Gaussian RBFs and the Hardy multiquadric RBFs both have some attractive properties when used as basis functions in the approximation problem (Micchelli 1986). While the Hardy multiquadric does not depend strongly on the distribution of data points (Franke 1982), Gaussian RBFs have other attractive properties, such as firstly they are bounded, strictly positive and absolutely integrable on $R^n$, secondly their Fourier transforms are their own and thirdly they are time-frequency localized (Sanner and Slotine 1992).

Thus for the function $y = f(x)$, $x \in R^n$, the appropriate approximation expressed in terms of the RBF neural networks is

$$\hat{y} = F(W,x) = W^T \phi(x), \quad \text{where } W, \phi(x) \in R^m,$$

(2.1)

where $W$ and $\phi(x)$ are the weight and RBF vectors respectively, and $m$ is the number of nodes. If Gaussian RBFs are used, then the elements of the RBF vector are given by

$$\phi_i(x) = \exp \left( -\frac{(x - c_i)^T(x - c_i)}{\sigma_i^2} \right)$$

(2.2)

and, if the Hardy multiquadric RBFs are used, then

$$\phi_i(x) = [\sigma_i^2 + (x - c_i)^T(x - c_i)]^{1/2}.$$  

(2.3)

At the input layer, the multidimensional input space is divided into grids with a radial basis function at the $i$th node defining a receptive field in $R^n$ with $c_i \in R^n$ as its centre's position vector and $\sigma_i^2 \in R$ as its variance. The centre vector $c_i$ defines the centre's position in the input space which can be set arbitrarily. The value of $\sigma_i^2$ is essentially the width of the $i$th node which can be different from other nodes. The approximation capability of the Gaussian and the Hardy multiquadric RBF neural networks will be utilized in the work described in this paper for the modelling and controller design of the gyro-mirror platform.

3. Gyro-mirror line-of-sight stabilization platform

Fig. 1 shows schematically the LOS stabilization platform considered in this paper. The system consists of the following components:

- a flywheel and its drive;
- gimbals that provide two degrees of freedom to the flywheel and torque motors for slowing purposes;
- a mirror that is geared to the gimbal through a 2 : 1 reduction drive mechanism.

The flywheel spinning at some specified highspeed is used to provide a high angular momentum. As the angular momentum is a vector, it will maintain a fixed orientation in inertial space when it is not subjected to
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Motor 1 & Motor 2  —  Torque Motor
Motor 3  —  Spin Motor
P1 & P2  —  Potentiometers

Figure 1. Schematic diagram of passive LOS stabilization system.

identified these modules, the following coordinate frames can be defined:
- the vehicle-system reference frame \((x_0, y_0, z_0)\), assumed fixed;
- the outer gimbal frame \((x_1, y_1, z_1)\);
- the inner gimbal and rotor frame \((x_2, y_2, z_2)\);
- the mirror frame \((x_3, y_3, z_3)\).

By defining these coordinate frames for the vehicle-system, the rotor, the inner gimbal, the outer gimbal, and the mirror, and applying the Lagrange equations of motion (Arnold 1987), a dynamical model of the LOS stabilization platform can be derived and is given as follows:

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + T(q, \dot{q}, \dot{q}_3) = u \quad (3.1)
\]

where \(u = [q_1, q_2]^T\) is a vector of angular displacements about axes 1 and 2, \(u = [u_1, u_2]^T\) is the torque vector acting on axes 1 and 2, and \(q_3\) is the angular velocity of the flywheel (set as a constant according to the user's operational requirement). By using the notations \(s_i = \sin q_i\) and \(c_i = \cos q_i\), we can write the inertia matrix \(M(q)\) as

\[
M(q) = \begin{bmatrix}
M_{11}(q) & 0 \\
0 & M_{22}(q)
\end{bmatrix}
\]

where

\[
M_{11}(q) = m_1 + m_4 + (m_2 - m_4 + m_8)c_2^2 + \frac{1}{2}(m_5 + m_7) + \frac{1}{2}(m_7 - m_5)s_2^2,
\]

\[
M_{22}(q) = m_3 + \frac{1}{2}m_6 + m_8.
\]

The matrix \(C(q, \dot{q})\) is defined by the Christoffel symbols (Slotine and Li 1991) as

\[
C(q, \dot{q}) = \begin{bmatrix}
C_{11}(q, \dot{q}) & C_{12}(q, \dot{q}) \\
C_{21}(q, \dot{q}) & 0
\end{bmatrix},
\]

where

\[
C_{11}(q, \dot{q}) = -(m_2 - m_4 + m_8)\dot{q}_2s_2c_2 + \frac{1}{4}(m_7 - m_5)\dot{q}_2c_2^2,
\]

\[
C_{12}(q, \dot{q}) = -(m_2 - m_4 + m_8)\dot{q}_1s_2c_2 + \frac{1}{4}(m_7 - m_5)\dot{q}_1c_2^2
\]

\[
+ m_5\dot{q}_1s_2c_2,
\]

\[
C_{21}(q, \dot{q}) = (m_2 - m_4 + m_8)\dot{q}_1s_2c_2 - \frac{1}{4}(m_7 - m_5)\dot{q}_1c_2
\]

\[
- m_5\dot{q}_1s_2c_2,
\]

The coupling term associated with the flywheel is

\[
T(q, \dot{q}, \dot{q}_3) = \begin{bmatrix}
m_0\dot{q}_3\dot{q}_2c_2 \\
- m_0\dot{q}_3\dot{q}_1c_2
\end{bmatrix}
\]

and, in all the above expressions, \(m_i\) is the moment of inertia of each element along the principal axis of its own frame, and these are defined as follows:

- \(m_1\), moment of inertia of outer gimbal about \(x_1 = x_0\);
• $m_2$, $m_3$, $m_4$, moments of inertia of inner gimbal about $x_2$, $y_2$, $z_2$ respectively;
• $m_5$, $m_6$, $m_7$, moments of inertia of inner gimbal about $x_3$, $y_3$, $z_3$ respectively;
• $m_8$, moments of inertia of rotor (flywheel) about $x_2$;
• $m_9$, moments of inertia of rotor (flywheel) about $z_2$.

Clearly, from (3.1) it can be seen that the gyro system is a highly nonlinear system and there are cross-couplings between axes 1 and 2. The components of the cross-couplings acting through the term $T$ are proportional to $\dot{q}_3$ and arise from the flywheel kinetic energy term (Loh 1991, Lee et al. 1996). They differ from the gravitational force term $G$ in the robot dynamic equations (Craig 1980) where $G(q)$ is a function of $q$ only. Nevertheless, motivated by the nonlinear dynamical structure of robot dynamics, we shall utilize the following definitions: $P_1 = m_1 + m_4$; $P_2 = m_2 - m_4 + m_6$; $P_3 = m_5 + m_6$; $P_4 = m_3 + \frac{1}{2}m_6 + m_8$; $P_5 = m_7 - m_8$; $P_6 = m_9$. Then the dynamical equation (3.1) can be rewritten as

$$M(q)\ddot{q} + B(q, \dot{q}, \dot{\dot{q}})\dot{q} = u,$$  
(3.2)

where

$$M(q) = \begin{bmatrix} P_1 + P_2c_2^2 + \frac{1}{2}P_3 + \frac{1}{2}P_5s_2 & 0 \\ 0 & P_3 \end{bmatrix} > 0,$$

and $B(q, \dot{q}, \dot{\dot{q}})$ is obtained by combining the two elements of $T$ into $C_{12}(q, \dot{q})$ and $C_{21}(q, \dot{q})$ respectively as follows:

$$B(q, \dot{q}, \dot{\dot{q}}) = \begin{bmatrix} B_{11}(q, \dot{q}) & B_{12}(q, \dot{q}, \dot{\dot{q}}) \\ B_{21}(q, \dot{q}, \dot{\dot{q}}) & 0 \end{bmatrix},$$

where

$$B_{11}(q, \dot{q}) = -P_2\dot{q}_2s_2c_2 + \frac{1}{4}P_5\dot{q}_2c_2,$$

$$B_{12}(q, \dot{q}, \dot{\dot{q}}) = -P_2\dot{q}_1c_2 + \frac{1}{2}P_4\dot{q}_1c_2 + P_6\dot{q}_1s_2c_2 + P_6\dot{q}_2c_2,$$

$$B_{21}(q, \dot{q}, \dot{\dot{q}}) = P_2\dot{q}_1s_2c_2 - \frac{1}{2}P_5\dot{q}_1c_2 - P_6\dot{q}_1s_2c_2 - P_6\dot{q}_2c_2.$$

Note that these terms are purposefully combined in such a manner so as to yield $Z = M - 2B$ as a skew-symmetric matrix; this will subsequently assure that the methods developed previously by Lee and Tan (1993), Ge and Lee (1997) and Ge et al. (1997) can be modified and extended for application to the gyro-mirror platform. With this arrangement, the elements of the matrix $Z$, in fact, are

$$Z_{11} = Z_{22} = 0,$$
$$Z_{12} = 2P_2\dot{q}_1s_2c_2 - \frac{1}{2}P_3\dot{q}_1c_2 - 2P_6\dot{q}_1s_2c_2 - 2P_6\dot{q}_2c_2,$$
$$Z_{21} = -2P_2\dot{q}_1s_2c_2 + \frac{1}{2}P_5\dot{q}_1c_2 + 2P_6\dot{q}_1s_2c_2 + 2P_6\dot{q}_2c_2.$$

Thus clearly we have $Z = -Z^T$, and hence $Z$ is skew symmetric. The equivalent description of the gyro-mirror platform given by (3.2) and the properties indicated above will play an important role in the design and development of the real-time neural-network-based controller for the platform.

4. Neural-network-based modelling and control of the gyro-mirror platform

4.1. Neural network-based modelling

The dynamics of the two-degree-of-freedom gyro are described in preceding section and are given by

$$M(q)\ddot{q} + B(q, \dot{q}, \dot{\dot{q}})\dot{q} = u.$$  
(4.1)

Since $M(q)$ is a function of $q$ only, we shall take the approach that $m_{kj}(q)$, the $k$th element of $M(q)$, can be approximated by a static neural network $\theta_{kj}\xi_{kj}(q)$ as

$$m_{kj}(q) = \theta_{kj}\xi_{kj}(q) + \epsilon_{kj},$$  
(4.2)

where $\theta_{kj}$ is the weight vector, $\xi_{kj}(q)$ is the neural network RBF vector and $\epsilon_{kj}$ is the approximation error. Then referring to appendix A, we have

$$M(q) = [(\mathbf{E})^T \cdot \{\mathbf{E}\}(q)] + E_M,$$  
(4.3)

where $E_M$ is the modelling error matrix with $\epsilon_{kj}$ being the $k$th element; $\mathbf{E}$ and $\{\mathbf{E}\}(q)$ are the weight and neural network RBF Ge-Lee (GL) matrices respectively, with $\theta_{kj}$ being the $k$th element of $\mathbf{E}$ and $\xi_{kj}(q)$ being the $k$th element of $\{\mathbf{E}\}(q)$; $\mathbf{E}$ is the GL operator. (For detailed descriptions of the notation used for the GL operator and matrix, see appendix A.)

Similarly, because $B(q, \dot{q}, \dot{\dot{q}})$ is a function of $q$, $\dot{q}$ and $\dot{\dot{q}}$, its $k$th element, $b_{kj}(q, \dot{q}, \dot{\dot{q}})$, can be approximated by a dynamic neural network $\alpha_{kj}\xi_{kj}(x)$ as

$$b_{kj}(q, \dot{q}, \dot{\dot{q}}) = \alpha_{kj}\xi_{kj}(x) + \epsilon_{kj},$$  
(4.4)

where $x = [q^T, \dot{q}^T, \dot{\dot{q}}]^T$, $\alpha_{kj}$ is the weight vector, $\xi_{kj}(x)$ is the neural network RBF vector and $\epsilon_{kj}$ is the corresponding approximation error. Referring to appendix A, we obtain

$$B(q, \dot{q}, \dot{\dot{q}}) = [(\mathbf{A})^T \cdot \{\mathbf{Z}\}(x)] + E_B,$$  
(4.5)

where $E_B$ is the modelling error matrix with $\epsilon_{kj}$ being the $k$th element, and $\mathbf{A}$ and $\{\mathbf{Z}\}(x)$ are the weight and neural network RBF GL matrices respectively, with $\alpha_{kj}$ being the $k$th element of $\mathbf{A}$ and $\xi_{kj}(x)$ being the $k$th element of $\{\mathbf{Z}\}(x)$. Thus (4.1) can be written as

$$M(q)\ddot{q} + B(q, \dot{q}, \dot{\dot{q}})\dot{q} = [(\mathbf{E})^T \cdot \{\mathbf{E}\}(q)]\ddot{q} + [(\mathbf{A})^T \cdot \{\mathbf{Z}\}(x)]\dot{q} + E_M\ddot{q} + E_B\dot{q} = u.$$  
(4.6)

As discussed in section 2, the Gaussian and the Hardy multiquadric RBF neural networks will be used for the nonlinear system modelling in the work described here.
4.2. Controller design

The dynamic equation of the gyro has been introduced in section 3. In this section, we shall consider how to develop a neural-network-based controller for the gyro-mirror platform. This will be based on modifications and extensions of the work by Lee and Tan (1993) and Ge et al. (1997). Thus let $q_d$, $\dot{q}_d$, $\ddot{q}_d \in \mathbb{R}^2$ be the respective desired position, velocity and acceleration vectors. Let $A$ be a positive-definite diagonal matrix and define the following quantities:

$$
\epsilon = q_d - q, \quad (4.7)
$$

$$
\dot{\epsilon} = \dot{q}_d + A\epsilon, \quad (4.8)
$$

$$
\tau = \dot{\epsilon} - \dot{q} = \dot{\epsilon} + A\epsilon. \quad (4.9)
$$

Thus, as in the work of Slotine and Li (1991), $\tau$ can be regarded as a new tracking error which has the following properties.

1. $\tau$ is bounded $\Rightarrow \epsilon$ and $\dot{\epsilon}$ are bounded.
2. $\tau \rightarrow 0 \Rightarrow \epsilon, \dot{\epsilon} \rightarrow 0$ as $t \rightarrow \infty$.

Therefore, the stability properties of $\epsilon$ and $\dot{\epsilon}$ can be investigated by studying those of $\tau$.

At this point, note that, using (4.3) and (4.5)-(4.9), the following equation can be obtained:

$$
u = M(q)\dot{q} + B(q, \dot{q}, \ddot{q}) \dot{q} = M(q)\dot{q}_d + B(q, \dot{q}_d, \ddot{q}_d) \dot{q}_d - M(q)\tau - B(q, \dot{q}_d, \ddot{q}_d)\tau
$$

$$= [\Theta]^T \{r\} \dot{q}_d + B(q, \dot{q}_d, \ddot{q}_d)\dot{q}_d - M(q)\tau - B(q, \dot{q}_d, \ddot{q}_d)\tau + E, \quad (4.10)
$$

where

$$E = E_m \dot{q}_d + E_b \ddot{q}_d. \quad (4.11)
$$

As in the work of Slotine and Li (1991), a sliding mode control term will be incorporated into the controller to handle the modelling error and assure the closed-loop stability of the system. Thus, motivated by the neural network-based controllers previously developed by Lee et al. (1992), Lee and Tan (1993) and Ge et al. (1997), the controller for the gyro-mirror platform can take the following form:

$$u = \dot{M}_m(q)\dot{q}_d + \dot{B}_m(q)\dot{q}_d + Kr + K_t \int_0^t \tau \, d\tau + K_s \, sgn(\tau), \quad (4.12)
$$

where $\dot{M}_m(q) = [\dot{\Theta}]^T \{r\}$ and $\dot{B}_m(q) = [\dot{A}]^T \{r\}$, with $\dot{\Theta}$ and $\dot{A}$ being the estimates of $\{r\}$ and $\{r\}$ respectively. Also the gains are chosen so that $K > 0$, $K_t \geq 0$ and $K_s > \|E\|$.

In the design of the neural-network-based controller described above, it is pertinent to point out that the neural networks are only used to compute $\dot{M}_m(q)$ and $\dot{B}_m(q)$. The inputs to the networks are $q$, $\dot{q}$ and $\ddot{q}_d$, and no matrix inversion is needed. Further, by combining (4.10) and (4.12), the following error equation can be derived:

$$M(q)\dot{\tau} + B(q)r + Kr + K_t \int_0^t \tau \, d\tau + K_s \, sgn(\tau)
$$

$$= [\dot{\Theta}]^T \{r\} \ddot{q}_d + [\dot{A}]^T \{r\} \dot{q}_d + E. \quad (4.13)
$$

Based on this error equation, the properties of the neural-network-based controller applied to the gyro-mirror platform can be described as follows.

**Proposition 1:** For the neural-network-based control law given by (4.12), the closed-loop system given by (4.13) is asymptotically stable, that is $r \rightarrow 0$ as $t \rightarrow \infty$, under the following adaptive laws:

$$\dot{\hat{\Theta}} = \Gamma_1 \cdot \{r\} \dot{q}_d, \quad (4.14)$$

$$\dot{\hat{A}} = \Gamma_2 \cdot \{r\} \dot{q}_d, \quad (4.15)$$

where $\Gamma_1 = \Gamma_1^T > 0$, $\Gamma_2 = \Gamma_2^T > 0$, and $\dot{\hat{\Theta}}$ and $\dot{\hat{A}}$ are elements of $\{r\}$ and $\{r\}$ respectively.

It can further be shown that for the overall system, we also have $\dot{\hat{\Theta}}$, $\dot{\hat{A}} \in L^\infty$ and $\epsilon \in L^1 \cap L^\infty$. $\epsilon$ is continuous, $\dot{\epsilon}$ and $\dot{\epsilon} \rightarrow 0$ as $t \rightarrow \infty$.

The detailed proof of proposition 1 is given in appendix B. The result above essentially indicates that the neural-network-based controller developed in this work will provide stable control of the gyro-mirror platform and will achieve asymptotic tracking of the desired reference signals. The actual performance attained will be investigated in the next section with real-time experimental trials.

5. Real-time experimental results

5.1. Experimental set-up

The dynamics of the gyro-mirror LOS stabilization platform have been previously described. In this section, real-time experimental results will be presented to demonstrate the effectiveness of the proposed neural-network-based controller. These experiments also serve to verify the analytical results in a prototype real-time application.

The set-up for the real-time experiments is shown in the block diagram in Fig. 2(a) and in the photograph in Fig. 2(b). The angular positions of the two axes are measured by two potentiometers fixed to the two gimbals. Since the plant does not have tachometers for the required velocity measurements (in a typical application, there is only sufficient space to mount either a potentiometer or a tachometer, but not both), a Lagrange interpolation polynomial is used to construct the velocity signal from the measured position signal. An analogue
low-pass filter is used to attenuate the noise in the position signal before the signal is connected to the analogue-to-digital card. After filtering, the noise content is actually rather low and will be near the level of quantization noise. However, this still does not meet the requirement for velocity estimation, because the reconstruction of the velocity signal is effectively equivalent to a procedure of taking first derivatives. Therefore, a software digital filter is also used to reduce the quantization noise. For this, a second-order low-pass digital filter is utilized:

\[
q_{\ell i}(kh) = a[q_{\ell i}(kh) + 2q_{\ell i}(kh - h) + q_{\ell i}(kh - 2h)] \\
- bq_{\ell i}(kh - h) - cq_{\ell i}(kh - 2h).
\]  

(5.1)

The filtered position variable \(q_{\ell i}\) is then used for the velocity estimation. A two-degree Lagrange interpolation polynomial is used here:

\[
\dot{q}_{\ell i}(kh) = \frac{q_{\ell i}(kh - 2h) - 4q_{\ell i}(kh - h) + 3q_{\ell i}(kh)}{2h}.
\]  

(5.2)
The estimated velocity $\dot{q}_f$ together with the signals $q_1, q_d, \dot{q}_d$ and $\ddot{q}_d$ are the inputs to the controller, and $u$ is the output of the controller. The computed control signal $u$ is sent via the digital-to-analogue converters to the power amplifiers of the two torque motors to drive the gyro-mirror platform. For the experiments considered here, a periodic sinusoid

$$q_d(t) = \begin{bmatrix} 0.1 \sin(0.2\pi t) \\ 0.2 \sin(0.2\pi t) \end{bmatrix}$$

is utilized as the desired trajectory for position tracking.

5.2. Experimental results

As mentioned above, the real-time experiments serve to verify the analytical results in a prototype real-time application. The performance of the proposed neural-network-based controller is investigated here and also compared with a basic proportional-integral-differential (PID) controller.

For the proposed neural-network-based controller, 30-node RBF neural networks were implemented for the elements of $A_m(q)$ and 60-node neural networks were chosen for the elements of $B_m(x)$. The sampling period was set to be 10 ms and the speed of the flywheel was set at $\dot{q}_3 = 209.0$ rad s$^{-1}$. Owing to the highly nonlinear nature of the gyro-mirror platform dynamics, it is also essential to note that in a typical application the assumption must be made that the nonlinear dynamic parameters of the platform are not known to any reliable degree of accuracy, and thus the initial values of the GL parameter matrices $\{\dot{\Theta}\}(0)$ and $\{\dot{A}\}(0)$ of the neural networks were realistically initialized with zero values for the real-time experiments.


For comparison, we first investigate the position control performance when a PID-type controller is used. The PID-type controller can be easily obtained from (4.12) by setting $K_s = 0$ and the adaptation gains $Q_i = 0, I_i = 0$, that is

$$u = Kr + K_i \int_0^t r \, d\tau.$$

Clearly, it is a PID-type controller because of the definition of $r$ given in (4.9). Note that, as mentioned above, in a typical application environment, the dynamic parameters of the gyro-mirror platform are not known accurately, and therefore only a very conservative tuning of the PID-type controller may be attempted. By trial and error the set of control parameters are thus chosen as

$$K = \text{diag}[0.1], \quad K_i = 0.1, \quad A = \text{diag}[35.0].$$

For this PID-type controller, the position tracking performance and control signals are shown in Figs 3(a) and (b) respectively. It can be seen from these figures that some tracking errors exist. Actually, the main problem here is not just in the tracking errors; the simple PID controller is also unable to respond effectively in one axis without significant undesirable interaction in the other axis (caused by the coupled nonlinear dynamics of the platform).
5.2.2. Radial basis function neural-network-based controller. For the hardware under study, the values of angular displacements \( q_1, q_2 \) are bounded by \([-1.0, 1.0] \text{ rad} \) and angular velocities \( \dot{q}_1, \dot{q}_2 \) by \([-0.24, 0.24] \text{ rad s}^{-1} \). Therefore, the two-dimensional input space for \( \tilde{M}_m(q) \) is defined as \( S_1 \in (q_1, q_2 \in [-1.0, 1.0]) \) and the space is divided into square grid with the centres \( c_i \) placed at the crossings of the grid as shown in Fig. 4 with \( \sigma_i \) being its variance and \( d \) the distance between two adjacent nodes. For \( \tilde{B}_m(x) \), the four-dimensional input space is defined as \( S_2 \in (q_1, q_2 \in [-1.0, 1.0], \dot{q}_1, \dot{q}_2 \in [-0.24, 0.24]) \) and the space is also divided into grids with centres also at the crossings. The node number can be determined by the distance \( d \). Smaller \( d \) means finer grids and more nodes.

To investigate the robustness and effectiveness of the proposed neural network controllers, the robust sliding mode term \( K_s \text{ sgn}(r) \) in the neural network controller (4.12) is removed by setting \( K_s = 0 \).

For the Gaussian RBF neural-network-based controller, the adaptive mechanisms are activated with gains \( Q_i = \text{diag}[0.0002] \) and \( \Gamma_i = \text{diag}[0.05] \). The position tracking performance and control signals are shown in Figs 5(a) and (b), respectively. For the Hardy multi-quadratic RBF neural-networks-based controller, the corresponding adaptive mechanisms are activated with gains \( Q_i = \text{diag}[0.0002] \) and \( \Gamma_i = \text{diag}[0.05] \). The position tracking performance and control signals are shown in Figs 6(a) and (b) respectively. The variations in \( \| M \|_2 \) and \( \| B \|_2 \) are shown in Figs 7(a) and (b), respectively. It may be noted that, in both cases, uniformly stable operation is achieved, the tracking errors are kept small, and the gyro-mirror platform operates with no appreciable interaction in the two axes. Although theoretically the system is stable as long as the adaptation
gains $\Gamma_i^T = \Gamma_i > 0$ and $Q_i^T = Q_i > 0$, they cannot be too large nor too small because of the discrete implementation of the controller.

Until now, there is no theoretical result to show which is more efficient in function approximation. Through comprehensive comparison studies for this particular system, we found that firstly the controller based on the Hardy multiquadric RBF neural networks performs slightly better than that of Gaussian RBF neural networks and secondly both of the two neural network controllers give satisfactory performance when the number of nodes is in the range 20–100. When the

Figure 5. (a) Position tracking performance and (b) control signals of the Gaussian RBF controller.
Note that it is undesirable to implement directly the sliding control term to cancel the effect of the neural network approximation errors because of the chattering caused. It can be easily solved by introducing a boundary layer in practical realization as discussed by Xu et al. (1989) and Slotine and Li (1991).
6. Conclusion

In this paper, we have considered the real-time neural network-based control of a gyro-mirror LOS stabilization platform. The appropriate neural-network-based modelling and controller design have been discussed and, in the paper, real-time experimental results in applying the proposed controller to a pilot-scale gyro-mirror platform are presented to demonstrate its effectiveness. These experiments also serve to verify the analytical results in a prototype real-time application. Current work is directed at in-depth comparative studies for the neural-network-based control system involving different classes of
RBFs, and this is aimed at a better understanding of their relative advantages under various operating conditions involving different distributions of available data points, and the complexity of implementation in practical embedded systems.

Appendix A. Ge–Lee product operator

The definition of the Ge–Lee (GL) vectors, denoted by \{\ast\} and the GL product operator \ast was introduced by Ge and Lee (1997) and Ge et al. (1997). To improve the readability of this paper, we discuss it briefly here.

Define \( l_0 \) as the set of integers, and \( \theta_j, \xi_j \in \mathbb{R}^{n_j} \), \( n_j \in l_0, i = 1, \ldots, n, j = 1, \ldots, n \). In this paper, \( \theta_j \) is taken as the weight vector and \( \xi_j \) is the network basis function vector. Then define \( \theta_i \) and \( \theta_i^T \) as follows:

\[
\theta_i = \begin{bmatrix}
\theta_{i1} \\
\theta_{i2} \\
\vdots \\
\theta_{ik}
\end{bmatrix}, \quad \theta_i^T = [\theta_{i1}^T \theta_{i2}^T \ldots \theta_{ik}^T].
\]

Further, let

\[
\{\theta_i\} = \{\theta_{i1}, \theta_{i2}, \ldots, \theta_{in}\}, \quad \{\theta_i\}^T = [\theta_{i1}^T \theta_{i2}^T \ldots \theta_{in}^T],
\]

\[
\{\xi_i\} = \{\xi_{i1}, \xi_{i2}, \ldots, \xi_{im}\}.
\]

Then the GL product is defined as

\[
\{\theta_i\}^T \ast \{\xi_i\} = [\theta_{i1}^T \xi_{i1}, \theta_{i2}^T \xi_{i2}, \ldots, \theta_{in}^T \xi_{im}].
\]

By stacking \([\{\theta_i\} \ast \{\xi_i\}]\) in a column, we have the corresponding GL matrix product:

\[
\{\Theta\}^T \ast \{\xi\} := \begin{bmatrix}
\{\theta_{i1}\}^T \ast \{\xi_i\} \\
\{\theta_{i2}\}^T \ast \{\xi_i\} \\
\vdots \\
\{\theta_{in}\}^T \ast \{\xi_i\}
\end{bmatrix}
\]

where

\[
\{\Theta\} = \begin{bmatrix}
\theta_{11} & \theta_{12} & \cdots & \theta_{1n} \\
\theta_{21} & \theta_{22} & \cdots & \theta_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{n1} & \theta_{n2} & \cdots & \theta_{nn}
\end{bmatrix},
\]

\[
\{\xi\} = \begin{bmatrix}
\xi_{11} & \xi_{12} & \cdots & \xi_{1m} \\
\xi_{21} & \xi_{22} & \cdots & \xi_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_{n1} & \xi_{n2} & \cdots & \xi_{nm}
\end{bmatrix}
\]

and the transpose of the GL matrix \{\Theta\} is defined as

\[
\{\Theta\}^T = \begin{bmatrix}
\theta_{11}^T & \theta_{12}^T & \cdots & \theta_{1n}^T \\
\theta_{21}^T & \theta_{22}^T & \cdots & \theta_{2n}^T \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{n1}^T & \theta_{n2}^T & \cdots & \theta_{nn}^T
\end{bmatrix}.
\]

In the paper, \{\ast\} is used to denote an ordinary matrix, and \{\ast\} for a GL matrix.

Appendix B. Proof of asymptotic stability

The proof is obtained by extending the stability proof given by Ge et al. (1997). First select the non-negative function \( V \) as

\[
V = \frac{1}{2} \left[ \left( \int_0^t r \, d\tau \right)^T K_i \left( \int_0^t r \, d\tau \right) + \sum_{i=1}^n \theta_i^T g_i^{-1} \dot{\theta}_i + \sum_{i=1}^n \alpha_i^T Q_i^{-1} \dot{\alpha}_i \right].
\]

where \( K_i \) and \( Q_i \) are two-dimensional compatible symmetric positive-definite matrices.

Then the time derivative of \( V \) is as follows:

\[
\dot{V} = r^T \left[ M(q) \dot{r} + \frac{1}{2} M(q) r + K_i \left( \int_0^t r \, d\tau \right) \right] + \sum_{i=1}^n \theta_i^T g_i^{-1} \dot{\theta}_i + \sum_{i=1}^n \alpha_i^T Q_i^{-1} \dot{\alpha}_i.
\]

and, because \( M - 2B \) is skew symmetric, that is \( r^T (M - 2B) r = 0 \), we have

\[
\dot{V} = r^T \left[ M(q) \dot{r} + B(q, \dot{q}) r + K_i \left( \int_0^t r \, d\tau \right) \right] + \sum_{i=1}^n \theta_i^T g_i^{-1} \dot{\theta}_i + \sum_{i=1}^n \alpha_i^T Q_i^{-1} \dot{\alpha}_i.
\]

From the error equation (4.13), we have

\[
M(q) \dot{r} + B(x) r + K_i \left( \int_0^t r \, d\tau \right) = \{(\tilde{\Theta}) \ast \{\xi\}\} \tilde{q}_i + \{(\tilde{\tilde{A}}) \ast \{\xi\}\} \tilde{q}_i - Kr + E - K_s \text{sgn}(r)
\]

and the following equation can be obtained:

\[
\dot{V} = -r^T K_r + r^T [E - K_s \text{sgn}(r)] + \dot{r}^T \{(\tilde{\Theta}) \ast \{\xi\}\} \tilde{q}_i + \dot{r}^T \{(\tilde{\tilde{A}}) \ast \{\xi\}\} \tilde{q}_i + \sum_{i=1}^n \theta_i^T g_i^{-1} \dot{\theta}_i + \sum_{i=1}^n \alpha_i^T Q_i^{-1} \dot{\alpha}_i.
\]
Note that

\[ r^T([\tilde{\theta}]^T \cdot [\xi])\dot{q}_r = [\dot{\theta}_1]^T \cdot \xi_1(q) \dot{q}_r \]

\[ = \ldots = \sum_{i=1}^n [\dot{\theta}_i]^T \cdot [\xi_i(q)] \dot{q}_r. \]

(B.6)

and, similarly, we have

\[ r^T([\tilde{A}]^T \cdot [Z])\dot{q}_r = \sum_{i=1}^n [\dot{\alpha}_i]^T \cdot \xi_i(x) \dot{q}_r. \]

(B.7)

Substituting the above equation into (B.5), we have

\[ \dot{V} = -r^T K_r r + r^T [E - K_s \text{sgn}(r)] \]

\[ + \sum_{i=1}^n [\dot{\theta}_i]^T \cdot \xi_i(q) \dot{q}_r + \sum_{i=1}^n [\dot{\alpha}_i]^T \cdot \xi_i(x) \dot{q}_r. \]

At this point, let

\[ \dot{\theta}_i = -r^T \Gamma_i \cdot \xi_i(q) \dot{q}_r, \]

(B.8)

\[ \dot{\alpha}_i = -r^T Q_i \cdot \xi_i(x) \dot{q}_r, \]

(B.9)

and, because \( \dot{\theta}_i = -\tilde{\theta}_i \), \( \dot{\alpha}_i = -\tilde{\alpha}_i \), we have

\[ \dot{\theta}_i = \Gamma_i \cdot \xi_i(q) \dot{q}_r, \]

(B.10)

\[ \dot{\alpha}_i = Q_i \cdot \xi_i(x) \dot{q}_r. \]

(B.11)

Therefore \( \dot{V} = -r^T K_r r + r^T [E - K_s \text{sgn}(r)] \leq 0. \)

Thus, \( V \) is a Laypunov function and

\[ \lambda_{\text{min}}(K) \int_0^T r^T(r) \, dr \leq \int_0^T r^T K_r(r) \, dr \leq V(0). \]

(B.12)

The following deductions may also be made.

(a) Since \( V(0) \) and \( \lambda_{\text{min}}(K) \) are positive constants, it follows that \( r \in L^2_n \). Consequently, \( \epsilon \in L^2_n \cap L^\infty_n \), \( \epsilon \) is continuous and \( \epsilon \to 0 \) as \( t \to \infty \), and \( \epsilon \in L^2_n \) (Desoer and Vidyasagar 1975).

(b) Since \( V \leq r^T K_r^T r \leq 0 \), it follows that \( 0 \leq V(t) \leq V(0) \), for all \( t \geq 0. \) Hence \( V(t) \in L^\infty_n \Rightarrow \int_0^T r^T(r) \, dr, \) \( \dot{\theta}_i \), and \( \dot{\alpha}_i \in L^\infty_n \), that is \( \dot{\theta}_i = \tilde{\theta}_i \) and \( \dot{\alpha}_i = \tilde{\alpha}_i \) in \( L^\infty_n \).

Finally, by noting that \( r \in L^2_q \), \( \dot{q}_d \), \( \dot{q}_d \), \( \dot{q}_d \in L^\infty \), and \( \{\xi\}, \{Z\} \) are of bounded basis functions, we obtain that \( r \in L^\infty_n \). Since \( r \in L^\infty_n \), \( r \) is uniformly continuous. Thus we have the following implication.

\( r \) is uniformly continuous, and \( r \in L^1_n, \Rightarrow r \to 0 \) at \( t \to \infty \), \( \Rightarrow \dot{e} \to 0. \)

This completes the proof. \( \square \)
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