Robust Adaptive Control of Cooperating Mobile Manipulators With Relative Motion

Zhijun Li, Member, IEEE, Pey Yuen Tao, Shuzhi Sam Ge, Fellow, IEEE, Martin Adams, Member, IEEE, and Wijerupage Sardha Wijesoma, Member, IEEE

Abstract—In this paper, coupled dynamics are presented for two cooperating mobile robotic manipulators manipulating an object with relative motion in the presence of uncertainties and external disturbances. Centralized robust adaptive controls are introduced to guarantee the motion, and force trajectories of the constrained object converge to the desired manifolds with prescribed performance. The stability of the closed-loop system and the boundedness of tracking errors are proved using Lyapunov stability synthesis. The tracking of the constraint trajectory/force up to an ultimately bounded error is achieved. The proposed adaptive controls are robust against relative motion disturbances and parametric uncertainties and are validated by simulation studies.

Index Terms—Adaptive control, cooperation, force/motion, mobile manipulators.

NOMENCLATURE

$O_c$ Contact point between the end effector of mobile manipulator I and the object.  
$O_h$ Point where the end effector of mobile manipulator II holds the object.  
$O_o$ Mass center of the object.  
$O_cX_cY_cZ_c$ Frame fixed with the tool of mobile manipulator I with its origin at the contact point $O_c$.  
$O_hX_hY_hZ_h$ Frame fixed with the end effector of mobile manipulator II with its origin at point $O_h$.  
$O_oX_oY_oZ_o$ Frame fixed with the object with its origin at the mass center $O_o$.  
$OXY Z$ World coordinates.  
$r_c$ Vector describing the posture of frame $O_cX_cY_cZ_c$ with $r_c = [x_c^T, \theta_c^T]^T \in \mathbb{R}^6$.  
$r_h$ Vector describing the posture of frame $O_hX_hY_hZ_h$ with $r_h = [x_h^T, \theta_h^T]^T \in \mathbb{R}^6$.  
$r_o$ Vector describing the posture of frame $O_oX_oY_oZ_o$ with $r_o = [x_o^T, \theta_o^T]^T \in \mathbb{R}^6$.  
$r_{co}$ Vector describing the posture of frame $O_cX_cY_cZ_o$ expressed in $O_oX_oY_oZ_o$ with $r_{co} = [x_{co}^T, \theta_{co}^T]^T \in \mathbb{R}^6$.  
$r_{ho}$ Vector describing the posture of frame $O_hX_hY_hZ_o$ expressed in $O_oX_oY_oZ_o$ with $r_{ho} = [x_{ho}^T, \theta_{ho}^T]^T \in \mathbb{R}^6$.  
$q_1$ Vector of joint variables of mobile manipulator I.  
$q_2$ Vector of joint variables of mobile manipulator II.  
$n_1$ Degrees of freedom of mobile manipulator I.  
$n_2$ Degrees of freedom of mobile manipulator II.  
$x_c$ Position vector of $O_c$, the origin of frame $O_cX_cY_cZ_c$.  
$x_h$ Position vector of $O_h$, the origin of frame $O_hX_hY_hZ_h$.  
$x_o$ Position vector of $O_o$, the origin of frame $O_oX_oY_oZ_o$.  
$x_{co}$ Position vector of $O_c$, the origin of frame $O_cX_cY_oZ_o$.  
$x_{ho}$ Position vector of $O_h$, the origin of frame $O_hX_hY_oZ_o$.  
$x_{ho}$ Position vector of $O_h$, the origin of frame $O_hX_hY_hZ_o$.  
$\theta_c$ Orientation vector of frame $O_cX_cY_cZ_c$.  
$\theta_h$ Orientation vector of frame $O_hX_hY_hZ_h$.  
$\theta_o$ Orientation vector of frame $O_oX_oY_oZ_o$.  
$\theta_{co}$ Orientation vector of frame $O_cX_cY_oZ_o$.  
$\theta_{ho}$ Orientation vector of frame $O_hX_hY_oZ_o$.  

I. INTRODUCTION

MOBILE manipulators refer to robotic manipulators mounted on mobile platforms. Such systems are suitable for missions which require both locomotion and manipulation, combining the advantages of mobile platforms and robotic arms while reducing their limitations. Coordinated controls of multiple mobile manipulators have attracted the attention of many researchers [1]–[3], [5], [6]. Interest in such systems stems from the greater capability of the mobile manipulators in carrying out more complicated and dexterous tasks which cannot be accomplished by a single mobile manipulator. The applications range from transporting or assembling materials in modern factories, missions in hazardous environments, to the manipulation of undersea/space vehicles.
The control of multiple mobile manipulators presents a significant increase in complexity over the single mobile manipulator case. The difficulties lie in the fact that when multiple mobile manipulators coordinate with each other, they form a closed kinematic chain mechanism. This will impose a set of kinematic and dynamic constraints on the position and velocity of coordinated mobile manipulators. As a result, the degrees of freedom of the whole system decrease, and internal forces are generated which need to be controlled.

Thus far, the following are the two main categories of coordination schemes for multiple mobile manipulators in the literature: 1) hybrid position–force control by decentralized/centralized scheme, where the position of the object is controlled in a certain direction of the workspace, and the internal force of the object is controlled in a small range of the origin [1], [4], [5], and 2) leader–follower control for mobile manipulator, where one or a group of mobile manipulators or robotic manipulators play the role of the leader, which track a preplanned trajectory, and the rest of the mobile manipulators form the follower group which move in conjunction with the leader mobile manipulators [2], [7], [8].

However, in the hybrid position–force control of constrained coordinated multiple mobile manipulators, such as in [1], [4], and [5], although the constraint object is moving, it is usually assumed, for the ease of analysis, to be held tightly and thus has no relative motion with respect to the end effectors of the mobile manipulators. These works have focused on dynamics based on predefined fixed constraints among them. The assumption of these works is not applicable to some applications which require both the motion of the object and its relative motion with respect to the end effectors of the manipulators, such as sweeping tasks and cooperating assembly tasks by two or multiple mobile manipulators. The motion of the object with respect to the mobile manipulators can also be utilized to cope with the limited operational space and to increase task efficiency. Such tasks need the simultaneous control of position and force in the given direction, so impedance control, like in [2], [7], and [8], may not be applicable.

In [20], possible kinds of coordinated relative motions for the industrial robotic systems were listed, including arc welding systems for complex contours, paint spraying of moving workpieces, belt picking, and palletizing. In [19], a robotic system for arc welding was presented, where the coordinated relative movements are defined between the robot and the positioner for considerable efficiency at the robot station. In [21], the coordination of a part-positioning table and a manipulator for welding purpose was presented. The part-positioning table manipulates the part into a position and orientation under the given task constraints, and the manipulator produces the desired touch motion to complete the welding. Through this relative motion coordination, the welding velocity and the efficiency of the task can be significantly improved.

There is demand for robotic assembly and disassembly operations in space or subsea robotic applications, where the operations have to be carried out without special equipment due to the unstructured and/or uncertain environment [11]. Assembly and disassembly operations are decomposed into the following two types of tasks: independent and cooperative tasks. For the independent tasks, we consider the control of the absolute position and orientation of the robots, while for the cooperative tasks, we consider the control of the relative position, orientation, and contact force between the end effectors. In this case, two robots can be used for assembling the objects in space, with each object being held by one robot [11]. It is necessary to develop a certain form of hybrid control scheme in order to control the relative motion/force between the objects and thus to carry out the task in good condition. The task of mating two subassemblies is a general example of a cooperative task that also requires the control of the relative motion/force of the end effectors.

In this paper, we consider tasks for multiple mobile manipulators in which the following conditions may hold: 1) the robots are kinematically constrained, and 2) the robots are not physically connected but work on a common object in completing a task, with both robots being in motion simultaneously. Conventional centralized and decentralized coordination schemes have not addressed coordination tasks adequately, although the leader/follower scheme may be a solution. Another motivation for developing a coordination scheme is to incorporate hybrid position and force control architecture with leader–follower coordination for easy and efficient implementation.

It should be noted that the success of the schemes [1]–[3], [5] for coordinated controls of multiple mobile manipulators relies on one’s knowledge of the complex dynamics of the robotic system. Parametric uncertainties in the dynamic model, such as the payload, may lead to degraded performance and compromise the stability of the system. Recently, some works have successfully incorporated adaptive controls to deal with dynamics uncertainty of single mobile manipulator or robotic manipulators [17]. In [9], adaptive neural network based had been proposed for the motion control of a mobile manipulator. Adaptive control was proposed for the trajectory control of mobile manipulators subjected to nonholonomic constraints with unknown inertia parameters [10], which ensures the state of the system to asymptotically converge to the desired trajectory.

In this paper, we shall investigate situations where one mobile robotic manipulator (referred to as mobile manipulator I) performs the constrained motion on the surface of an object which is held tightly by another mobile robotic manipulator (referred to as manipulator II) [12]. Mobile manipulator II has to be controlled in such a manner that the constraint object follows the planned motion trajectory, while mobile manipulator I has to be controlled such that its end effector follows a planned trajectory on the surface with the desired contact force. We first present the dynamics of two mobile robotic manipulators manipulating an object with relative motion. This will be followed by centralized robust adaptive control to guarantee the convergence of the motion/force trajectories of the constraint object under parameter uncertainties and external disturbances.

The main contributions of this paper are listed as follows.

1) Coupled dynamics are presented for two cooperating mobile robotic manipulators manipulating an object with relative motion in the presence of the uncertainty of system dynamic parameters and external disturbances.
2) Centralized robust adaptive control, which is capable of achieving the convergence of the trajectory tracking error to an ultimately bounded error without knowing the dynamic parameters of the robots, is proposed for multiple mobile manipulators’ cooperation.

3) Nonregressor-based control design is developed and carried out without imposing any restriction on the system dynamics.

II. DESCRIPTION OF THE INTERCONNECTED SYSTEM

The system under study is schematically shown in Fig. 1. The object is held tightly by the end effector of mobile manipulator II and can be moved as required in space. The end effector of mobile manipulator I follows a trajectory on the surface of the object and, at the same time, exerts a certain desired force on the object.

Assumption 2.1: The surface of the object where the end effector of mobile arm I move on is geometrically known.

A. Kinematic Constraints of the System

The closed kinematic relationships of the system are given by the following [12]:

\[ x_c = x_o + R_o(\theta_o)x_{co} \]  
\[ x_h = x_o + R_o(\theta_o)x_{ho} \]  
\[ R_c = R_o(\theta_o)R_{co}(\theta_{co}) \]  
\[ R_h = R_o(\theta_o) \]

where \( R_o(\theta_o) \in \mathbb{R}^{3 \times 3} \) and \( R_{co}(\theta_{co}) \in \mathbb{R}^{3 \times 3} \) are the rotation matrices of \( \theta_o \) and \( \theta_{co} \), respectively, and \( R_c \in \mathbb{R}^{3 \times 3} \) and \( R_h \in \mathbb{R}^{3 \times 3} \) given earlier are the rotation matrices of frames \( O_cX_cY_cZ_c \) and \( O_hX_hY_hZ_h \) with respect to the world coordinate, respectively. Differentiating the aforementioned equations with respect to time \( t \) and considering that the object is tightly held by manipulator II (accordingly, \( \dot{x}_{ho} = 0 \) and \( \omega_{ho} = 0 \)), we have

\[
\dot{x}_c = \dot{x}_o + R_o(\theta_o)\dot{x}_{co} - S(R_o(\theta_o)x_{co})\omega_o \quad (5)
\]

\[
\dot{x}_h = \dot{x}_o - S(R_o(\theta_o)x_{ho})\omega_o \quad (6)
\]

\[
\omega_c = \omega_o + R_o(\theta_o)\omega_{co} \quad (7)
\]

\[
\omega_h = \omega_o \quad (8)
\]

with

\[
S(u) := \begin{bmatrix}
0 & -u_1 & u_2 \\
-u_3 & 0 & -u_1 \\
-u_2 & u_1 & 0
\end{bmatrix}
\]

for a given vector \( u = [u_1, u_2, u_3]^T \). Define \( v_c = [\dot{x}_c, \omega_c]^T \), \( v_h = [\dot{x}_h, \omega_h]^T \), \( v_o = [\dot{x}_o, \omega_o]^T \), \( v_{co} = [\dot{x}_{co}, \omega_{co}]^T \), and \( v_{ho} = [\dot{x}_{ho}, \omega_{ho}]^T \). From (1)–(4) and (5)–(8), we have the following relationships:

\[
v_c = Pv_o + R_Av_{co} \quad (9)
\]

\[
v_h = Qv_o \quad (10)
\]

where

\[
R_A = \begin{bmatrix}
R_o(\theta_o) & 0 \\
0 & R_o(\theta_o)
\end{bmatrix} \quad (11)
\]

\[
P = \begin{bmatrix}
I^{3 \times 3} & -S(R_o(\theta_o)x_{co}) \\
0 & I^{3 \times 3}
\end{bmatrix} \quad (12)
\]

\[
Q = \begin{bmatrix}
I^{3 \times 3} & -S(R_o(\theta_o)x_{ho}) \\
0 & I^{3 \times 3}
\end{bmatrix} \quad (13)
\]

Since \( R_o(\theta_o) \) is a rotation matrix, \( R_o(\theta_o)R_o^T(\theta_o) = I^{3 \times 3} \) and \( R_A R_A^T = I^{6 \times 6} \). It is obvious that \( P \) and \( Q \) are of full rank.
From Assumption 2.1, suppose that the end effector of mobile manipulator I follows the trajectory \( \Phi(r_{co}) = 0 \) in the object coordinates. The contact force \( f_c \) is given by

\[
f_c = R_A J_c^T \lambda_c \quad (14)
\]

\[
J_c = \frac{\partial \Phi}{\partial r_{co}} \quad (15)
\]

where \( \lambda_c \) is a Lagrange multiplier related to the magnitude of the contact force. The resulting force \( f_o \) due to \( f_c \) is then derived as follows:

\[
f_o = -P^T R_A J_c^T \lambda_c. \quad (16)
\]

### B. Robot Dynamics

Consider two cooperating \( n \)-DOF mobile manipulators with nonholonomic mobile platforms, as shown in Fig. 1. Combining (14) and (16), the dynamics of the constrained mobile manipulators can be described as

\[
M_1(q_1) \ddot{q}_1 + C_1(q_1, \dot{q}_1) \dot{q}_1 + G_1(q_1) + d_1(t) = B_1 \tau_1 + J_1^T \lambda_1
\]

\[
M_2(q_2) \ddot{q}_2 + C_2(q_2, \dot{q}_2) \dot{q}_2 + G_2(q_2) + d_2(t) = B_2 \tau_2 + J_2^T \lambda_2
\]

(17)

\[
(18)
\]

where

\[
M_i(q_i) = \begin{bmatrix}
M_{ib} & M_{iva} \\
M_{iba} & M_{ia}
\end{bmatrix}
\]

\[
C_i(q_i, \dot{q}_i) = \begin{bmatrix}
C_{ib} & C_{iba} \\
C_{iab} & C_{ia}
\end{bmatrix}
\]

\[
G_i(q_i) = \begin{bmatrix}
G_{ib} \\
G_{ia}
\end{bmatrix}
\]

\[
d_i(t) = \begin{bmatrix}
d_{ia}(t) \\
0
\end{bmatrix}
\]

\[
J_1^T(q_1) = \begin{bmatrix}
A_1^T & J_{ib}^T \\
0 & 0
\end{bmatrix}
\]

\[
J_2^T(q_2) = \begin{bmatrix}
A_2^T & J_{ib}^T \\
0 & 0
\end{bmatrix}
\]

\[
J_c = \begin{bmatrix}
J_{iab}^T, J_{iba}^T
\end{bmatrix}
\]

\[
\lambda_1 = \begin{bmatrix}
\lambda_{1n} \\
\lambda_c
\end{bmatrix}
\]

\[
\lambda_2 = \begin{bmatrix}
\lambda_{2n} \\
\lambda_c
\end{bmatrix}
\]

for \( i = 1, 2 \). \( M_i(q_i) \in \mathbb{R}^{n_i \times n_i} \) is the symmetric bounded positive-definite inertia matrix, \( C_i(q_i, \dot{q}_i) \dot{q}_i \in \mathbb{R}^{n_i} \) denote the Centripetal and Coriolis forces, \( G_i(q_i) \in \mathbb{R}^{n_i} \) are the gravitational forces, \( \tau_i \in \mathbb{R}^{n_i} \) is the vector of control inputs, \( B_i \in \mathbb{R}^{n_i \times P_i} \) is a full-rank input transformation matrix and is assumed to be known because it is a function of the fixed geometry of the system, \( d_i(t) \in \mathbb{R}^{n_i} \) is the disturbance vector, \( q_i = [q_{ib}^T, q_{ia}^T]^T \in \mathbb{R}^{n_i} \) and \( q_{ib} \in \mathbb{R}^{n_{iv}} \) describe the generalized coordinates for the mobile platform, \( q_{ia} \in \mathbb{R}^{n_{iv}} \) are the coordinates of the manipulator, and \( n_i = n_{iv} + n_{ia} \); \( F_i = J_i^T \lambda_i \in \mathbb{R}^{n_i} \) denotes the vector of constraint forces; the \( n_{iv} - m \) nonintegrable and independent velocity constraints can be expressed as \( A_i q_{ib} = 0; \lambda_i = [\lambda_{in}, \lambda_c]^T \in \mathbb{R}^{P_i} \), with \( \lambda_m \) being the Lagrangian multipliers with the nonholonomic constraints.

**Assumption 2.2:** There is sufficient friction between the wheels of the mobile platforms and the surface such that the wheels do not slip.

Under Assumption 2.2, we have \( A_i q_{ib} = 0 \), with \( A_i(q_{ib}) \in \mathbb{R}^{(n_{iv} - m) \times n_{iv}} \), and it is always possible to find an \( m \)-rank matrix \( H_i(q_{ib}) \in \mathbb{R}^{n_{iva} \times m} \) formed by a set of smooth and linearly independent vector fields spanning the null space of \( A_i \), i.e.,

\[
H_i^T(q_{ib}) A_i^T(q_{ib}) = 0_{m \times (n_{iva} - m)}. \quad (19)
\]

Since \( H_i = [h_{i1}(q_{ib}), \ldots, h_{im}(q_{ib})] \) is formed by a set of smooth and linearly independent vector fields spanning the null space of \( A_i(q_{ib}) \), define an auxiliary time function \( v_{ib} = [v_{ib1}, \ldots, v_{ibm}]^T \in \mathbb{R}^m \) such that

\[
\dot{q}_{ib} = H_i(q_{ib}) v_{ib} = h_{i1}(q_{ib}) v_{ib1} + \cdots + h_{im}(q_{ib}) v_{ibm} \quad (20)
\]

which is the so-called kinematics of nonholonomic system. Let \( v_{ia} = \dot{q}_{ia} \). One can obtain

\[
\dot{\lambda}_i = R_i(q_i) v_{ia} + R_i(q_i) \dot{v}_i. \quad (21)
\]

Differentiating (21) yields

\[
\dot{\lambda}_i = R_i(q_i) v_{ia} + R_i(q_i) \dot{v}_i. \quad (22)
\]

Substituting (22) into (17) and (18) and multiplying both sides with \( R_i(q_i)^T \) to eliminate \( \lambda_i \), yield

\[
M_{i1}(q_i) \ddot{v}_i + C_{i1}(q_i, \dot{v}_i) v_i + G_{i1}(q_i) + d_{i1}(t) = B_1(q_i) \tau + J_{i1}^T \lambda_i \quad (23)
\]

where

\[
M_{i1}(q_i) = R_i(q_i)^T M_i(q_i) R_i(q_i), \quad C_{i1}(q_i, \dot{v}_i) = R_i(q_i)^T C_i(q_i) R_i(q_i) + R_i(q_i)^T J_i(q_i) R_i(q_i), \quad G_{i1}(q_i) = R_i(q_i)^T G_i(q_i), \quad d_{i1}(t) = R_i(q_i)^T d_i(t), \quad B_1 = R_i(q_i)^T B_i(q_i), \quad J_{i1} = R_i(q_i)^T J_i(q_i), \quad \lambda_i = \lambda_c.
\]

**Assumption 2.3:** There exists some diffeomorphic state transformation \( T_2(q) \) for the class of nonholonomic systems considered in this paper such that the kinematic nonholonomic subsystem (21) can be globally transformed into a chained form

\[
\begin{bmatrix}
\dot{\zeta}_{ib1} \\
\dot{\zeta}_{ib2} \\
\vdots \\
\dot{\zeta}_{ibm}
\end{bmatrix} = u_{ib1} \zeta_{ib1} + u_{ib2} \zeta_{ib2} + \cdots + u_{imb} \zeta_{ibm} \quad (24)
\]

where

\[
\zeta_i = \begin{bmatrix}
\zeta_{ib1}^T \\
\zeta_{iba}^T
\end{bmatrix}^T = T_1(q_i) = \begin{bmatrix}
T_{i1}(q_{ib}) \\
q_{ia}^T
\end{bmatrix}^T
\]

\[
v_i = \begin{bmatrix}
v_{ib1}^T \\
v_{iba}^T
\end{bmatrix}^T = T_2(q_i) u_i = \begin{bmatrix}
(T_{21}(q_{ib}) u_{ib1})^T \\
q_{ia}^T
\end{bmatrix}^T \quad (26)
\]
with \( T_2(q_i) = \text{diag}[T_{21}(q_{ia}), I] \) and \( u_i = [u_{ib}^T, u_{ia}^T]^T \), where \( u_{ia} = \dot{q}_{ia} \).

**Remark 2.1:** This assumption is reasonable, and examples of nonholonomic system which can be globally transformed into a chained form are the differentially driven wheeled mobile robot and the unicycle wheeled mobile robot [16]. A necessary and sufficient condition was given for the existence of the transformation \( T_2(q) \) of the kinematic system (21) with a differentially driven wheeled mobile robot into this chained form (single chain) [15], [16]. For the other types of mobile platform (multichain case), the discussion on the existence condition of the transformation is given in Proposition A.1 (See Appendix A).

Consider the aforesaid transformations, the dynamic system \([(17) \text{ and } (18)] \) could be converted into the following canonical transformation, for \( i = 1, 2 \):

\[
M_{i2}(\zeta_i)u_i + C_{i2}(\zeta_i, \dot{\zeta}_i)u_i + G_{i2}(\zeta_i) + d_{i2}(t) = B_{i2}\tau_i + J_{i2}^\lambda \lambda_i
\]

(27)

where

\[
M_{i2}(\zeta_i) = T_2^T(q_i)M_{i1}(q_i)T_2(q_i) \big|_{q_i = T_1^{-1}(\zeta_i)}
\]

\[
C_{i2}(\zeta_i, \dot{\zeta}_i) = T_2^T(q_i) \left[ C_{i1}(q_i,T_2(q_i)) \right]_{q_i = T_1^{-1}(\zeta_i)}
\]

\[
G_{i2}(\zeta_i) = T_2^T(q_i)G_{i1}(q_i,\dot{q}_i) \big|_{q_i = T_1^{-1}(\zeta_i)}
\]

\[
d_{i2}(t) = T_2^T(q_i)d_1(t) \big|_{q_i = T_1^{-1}(\zeta_i)}
\]

\[
B_{i2} = T_2^T(q_i)B_1(q_i) \big|_{q_i = T_1^{-1}(\zeta_i)}
\]

\[
J_{i2}^\lambda = T_2^T(q_i)J_{i1}^\lambda \big|_{q_i = T_1^{-1}(\zeta_i)}
\]

**C. Reduced Dynamics**

**Assumption 2.4:** The Jacobian matrix \( J_{i2} \) is uniformly bounded and uniformly continuous if \( \zeta = [\zeta_1, \zeta_2]^T \) is uniformly bounded and uniformly continuous.

**Assumption 2.5:** Each manipulator is redundant and operating away from any singularity.

**Remark 2.2:** Under Assumptions 2.4 and 2.5, the Jacobian \( J_{i2} \) is of full rank. The vector \( q_{ia} \in \mathbb{R}^{n_{ia}} \) can always be properly rearranged and partitioned into \( q_{ia} = [q_{ia}^{1T}, q_{ia}^{2T}]^T \), where \( q_{ia}^{1T} = [q_{ia1}, \ldots, q_{ia(n_{ia} - k_i)}]^T \) describes the constrained motion of the manipulator and \( q_{ia}^{2T} \in \mathbb{R}^{k_i} \) denotes the remaining joint variables which make the arm redundant such that the possible breakage of contact could be compensated.

Therefore, we have

\[
J_{i2}(q_i) = [J_{i2b}, J_{i2a1}, J_{i2a2}]^T.
\]

(28)

Considering the object trajectory and relative motion trajectory as holonomic constraints, we can obtain

\[
\dot{q}_{ia} = -(J_{22a})^{-1} [J_{22b}u_{ib} + J_{22a}q_{ia}]
\]

(29)

\[
u_i = \left[ \begin{array}{c} u_{ib} \\ \dot{q}_{ia} \\ - (J_{22a})^{-1} [J_{22b}u_{ib} + J_{22a}q_{ia}] \end{array} \right] = L_i u_i
\]

(30)

where

\[
L_i = \begin{bmatrix}
I_{m \times m} & 0 \\
-(J_{22a}^{-1}) J_{22b} & -(J_{22a}^{-1}) J_{12a}^T \\
\end{bmatrix}
\]

(31)

\[
u_i^T = [u_{ib} \ q_{ia}^T]^T
\]

(32)

with \( u_{ib} \in \mathbb{R}^{(n_{ia} + m - k_i)} \) and \( L_i \in \mathbb{R}^{(n_{ia} + m) \times (n_{ia} + m - k_i)} \). From the definition of \( J_{i2} \) in (28) and \( L_i \) previously, we have \( L_i^T J_{i2}^T = 0 \).

Combining (27) and (30), we can obtain the following compact dynamics:

\[
M \dot{u}_i + C u_i + G + d = B \tau + J^T \lambda
\]

(33)

where \( M = \begin{bmatrix} M_{12} L_1 & 0 \\ 0 & M_{22} \end{bmatrix}, \ L = \begin{bmatrix} L_1 & 0 \\ 0 & L_2 \end{bmatrix}, \ C = \begin{bmatrix} M_{12} L_1 + C_{12} L_1 & 0 \\ 0 & M_{22} \end{bmatrix}, \ G = \begin{bmatrix} G_{12} \\ G_{22} \end{bmatrix}, \ B = \begin{bmatrix} B_{12} & 0 \\ 0 & B_{22} \end{bmatrix}, \ \lambda = \lambda_c \), and \( d = [d_{12}(t), d_{22}(t)]^T, \ \tau = [\tau_1, \tau_2]^T, \ J = [J_{12}^T, J_{22}^T] \).

**Property 2.1:** Matrices \( M = L^T M \) and \( G = L^T G \) are uniformly bounded and uniformly continuous if \( \zeta = [\zeta_1, \zeta_2]^T \) is uniformly bounded and continuous, respectively. Matrix \( C = L^T C \) is uniformly bounded and uniformly continuous if \( \zeta = [\zeta_1, \zeta_2]^T \) is uniformly bounded and continuous.

**Property 2.2:** \( \forall \zeta \in \mathbb{R}^{n_1 + n_2}, \ 0 < \lambda_{\text{min}} \leq \lambda(\zeta) \leq \beta I, \) where \( \lambda_{\text{min}} \) is the minimal eigenvalue of \( \lambda \) and \( \beta > 0 \).

III. CENTRALIZED ROBUST ADAPTIVE-CONTROL DESIGN

A. Problem Statement and Control Diagram

Let \( r_d(t) \) be the desired trajectory of the object, \( r_{co}^d(t) \) be the desired trajectory on the object, and \( \lambda_d^d(t) \) be the desired constraint force. The first control objective is to drive the mobile manipulators such that \( r_o(t) \) and \( r_{co}(t) \) track their desired trajectories \( r_d(t) \) and \( r_{co}^d(t) \), respectively. According to it, it is only necessary to make \( q \) track the desired trajectory \( q^d = [q_1^d, q_2^d]^T \), since \( q = [q_1^T, q_2^T]^T \) completely determines \( r_o(t) \) and \( r_{co}(t) \). Under Assumption 2.4, with the desired joint trajectory \( q^d \), there exists a transformation \( q^d = R(q^d)v^d, \ \zeta^d = T_1(q^d), \) and \( u_d = T_2^{-1}(q^d)v^d \), where \( v^d = [v_1^T, v_2^T]^T, \ \nu = [v_1^T, v_2^T]^T, \ \zeta^d = [\zeta_1^d, \zeta_2^d]^T, \ \zeta = [\zeta_1, \zeta_2]^T, \ u_d = [u_{1d}, u_{2d}]^T, \) and \( u = [u_1^T, u_2^T]^T \). Therefore, the tracking problem can be treated as formulating a control strategy such that \( \zeta \rightarrow \zeta^d \) and \( u \rightarrow u_d \) as \( t \rightarrow \infty \). The second control objective is to make \( \lambda_c(t) \) track the desired trajectory \( \lambda^d_c(t) \). The centralized control diagram for two mobile manipulators is shown in Fig. 2.
Fig. 2. Block diagram of the proposed control scheme.

**Definition 3.1:** Consider time-varying positive functions \( \delta_k \) and \( \alpha_\varsigma \) which converge to zero as \( t \to \infty \) and satisfy
\[
\lim_{t \to \infty} \int_0^t \delta_k(\omega) d\omega = a_k < \infty \tag{34}
\]
\[
\lim_{t \to \infty} \int_0^t \alpha_\varsigma(\omega) d\omega = b_\varsigma < \infty \tag{35}
\]
with finite constants \( a_k \) and \( b_\varsigma \), where \( k = 1, \ldots, 6 \) and \( \varsigma = 1, \ldots, 5 \). There are many choices for \( \delta_k \) and \( \alpha_\varsigma \) that satisfy the aforementioned condition, for example, \( \delta_k = \alpha_\varsigma = 1/(1 + t)^2 \).

**B. Control Design**

The complete model of the coordinated nonholonomic mobile manipulators consists of the two cascaded subsystems (24) and the combined dynamic model (33). As a consequence, the generalized velocity \( u \) cannot be used to control the system directly, as assumed in the design of controllers at the kinematic level. Instead, the desired velocities must be realized through the design of the control inputs \( \tau \)'s (33). The aforementioned properties imply that the dynamics (33) retains the mechanical system structure of the original system (18), which is fundamental for designing the robust control law. In this section, we will develop a strategy so that the subsystem (24) tracks \( \zeta_d \) through the design of a virtual control \( z \), defined in (36) and (37) hereafter, and at the same time, the output of the mechanical subsystem (33) is controlled to track this desired signal. In turn, the tracking goal can be achieved.

For the given \( \zeta^d = [\zeta_{11}^d, \zeta_{22}^d]^T \), the tracking errors are denoted as \( e = \zeta - \zeta^d = [\zeta_1, \zeta_2]^T \), \( e_i = [e_{i1}, e_{i2}]^T \), \( e_i = [e_{i1}, e_{ia}, e_{ib}]^T \), \( e_{id} = [e_{i1}, e_{i2}, \ldots, e_{i(n_i-1)}]^T = \zeta_{id} - \zeta_{d1} \) and \( e_\lambda = \lambda_c - \lambda_{d}^c \). Define the virtual control \( z = [z_1, z_2]^T \) and \( z_i = [z_{ib}, z_{ia}]^T \) as (36)–(39) [23], shown at the bottom of the page, and \( l = u_{id} - 2 \), \( u_{id}(1) \) is the \( l \)th derivative of \( u_{id} \) with respect to \( t \), and \( k_j \) is positive constant, and \( K_{ia} \) is diagonal positive.

Denote \( \bar{u} = [\bar{u}_b, \bar{u}_a]^T = [\bar{u}_b - z_2, \bar{u}_a - z_1]^T \), and define a filter tracking error
\[
\sigma = \begin{bmatrix} u_b \nabla \bar{u}_a \end{bmatrix} + K_u \int_0^t \bar{u} ds \tag{40}
\]
with \( K_u = \text{diag}(0_{m \times m}, K_{ua}) \geq 0 \), where \( K_{ua} \in \mathbb{R}^{(n_i - \kappa_1) \times (n_a - \kappa_i)} \). We could obtain \( \dot{\sigma} = [\dot{u}_b, \dot{u}_a]^T + K_u \dot{u} \) and
\[
\bar{u} = \nu + \sigma, \quad \text{with} \quad \nu = \frac{0}{\bar{u}_b} - K_u \int_0^t \bar{u} ds.
\]
We could rewrite (33) as
\[
M \ddot{\nu} + C \dot{\nu} + M \nu + C \nu + G + d = B \tau + J^T \lambda_b. \tag{41}
\]
If the system is certain, we could choose the control law given by
\[
B \tau = M(\dot{\nu} - K_\sigma \sigma) + C(\nu + \sigma) + G + d - J^T \lambda_b \tag{42}
\]
with diagonal matrix \( K_\sigma > 0 \). The force-control input \( \lambda_h \) as

\[
\lambda_h = \lambda_d - K_\lambda \dot{\lambda} - K_I \int_0^t \dot{\lambda} dt
\]

(43)

where \( \dot{\lambda} = \lambda_c - \lambda_c^* \), \( K_\lambda \) is a constant matrix of proportional control feedback gains, and \( K_I \) is a constant matrix of integral control feedback gains.

However, since \( \mathcal{M}(\zeta), C(\zeta, \dot{\zeta}), \) and \( G(\zeta) \) are uncertain, to facilitate the control formulation, the following assumption is required.

**Assumption 3.1:** There exist some finite-positive constants \( b, c_\zeta > 0 (1 \leq i \leq 4) \), and finite-nonnegative constant \( c_0 \geq 0 \) such that \( \forall \zeta \in \mathbb{R}^{2n}, \forall \zeta \in \mathbb{R}^{2n}, ||\Delta M|| = ||M - M_0|| \leq c_1, ||\Delta C|| = ||C - C_0|| \leq c_2 + c_3||\zeta||, ||\Delta G|| = ||G - G_0|| \leq c_4 \), and \( \sup_{||\zeta|| \leq \gamma_c} ||\zeta(t)|| \leq c_5 \), where \( M_0, C_0, \) and \( G_0 \) are nominal parameters of the system \([22],[24] \).

Letting \( B = L^TB \), the proposed control for the system is given as

\[
Bu = u_1 + u_2
\]

(44)

where \( u_1 \) is the nominal control

\[
u_1 = M_0(\dot{\nu} - K_\sigma \nu) + C_0(\nu + \sigma) + G_0
\]

(45)

and \( u_2 \) is designed to compensate for the parametric errors arising from estimating the unknown functions \( \mathcal{M}, C, \) and \( G \) and the disturbance, respectively

\[
u_2 = \nu_2 + \nu_22 + \nu_23 + \nu_24 + \nu_25 + \nu_26
\]

(46)

\[
u_2 = -\frac{\beta}{\lambda_{\min}} \hat{c}_2 ||K_\sigma \nu - \dot{\nu}||^2 ||\sigma|| + \delta_1
\]

(47)

\[
u_22 = -\frac{\beta}{\lambda_{\min}} \hat{c}_2 ||\sigma + \nu||^2 ||\sigma|| + \delta_2
\]

(48)

\[
u_23 = -\frac{\beta}{\lambda_{\min}} \hat{c}_3 ||\nu ||^2 ||\sigma + \nu||^2 ||\sigma|| + \delta_3
\]

(49)

\[
u_24 = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||\nu ||^2 ||\sigma|| + \delta_4
\]

(50)

\[
u_25 = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||L||^2 ||\sigma|| + \delta_5
\]

(51)

\[
u_26 = -\beta \frac{\|u_0\| ||\Lambda||^2 ||\sigma||}{\|\Lambda\||^2 ||\sigma|| + \delta_6}
\]

(52)

where \( \delta_k (k = 1, \ldots, 6) \) satisfies the conditions defined in Definition 3.1, and \( \hat{c}_\zeta \) denotes the estimate \( c_\zeta \), which are adaptively tuned according to

\[
\dot{c}_4 = -\alpha_4 \hat{c}_4 + \frac{\gamma_4}{\lambda_{\min}} ||\sigma||||K_\sigma \nu - \dot{\nu}||, \quad \hat{c}_4(0) > 0
\]

(56)

\[
\dot{c}_5 = -\alpha_5 \hat{c}_5 + \frac{\gamma_5}{\lambda_{\min}} ||L||||\sigma||, \quad \hat{c}_5(0) > 0
\]

(57)

with \( \alpha_c > 0 \) satisfying the condition in Definition 3.1 and \( \gamma_c > 0 (\varsigma = 1, \ldots, 5) \), and

\[
\Lambda = [\Lambda_1 \Lambda_2]^T
\]

(58)

\[
\Lambda_1 = \left[ k_1 s_{i+1} + \sum_{j=2}^{n_{v+1}} s_{ij} \hat{c}(j+1) \right] - \sum_{j=3}^{n_{v+1}} \sum_{k=2}^{n_{v+1}} \sigma(s(i-k+1)) s_{in} \|0 \]

(59)

**Remark 3.1:** The variables \( u_{21}, \ldots, u_{26} \) are to compensate for the parametric errors arising from estimating the unknown functions \( \mathcal{M}, C, \) and \( G \) and the disturbance. The choice of the variables in (47)–(52) is to avoid the use of sign functions which will lead to chattering. Based on the definition of \( \delta_k \) in Definition 3.1, the denominators in (47)–(52) are nonnegative and will only approach zero when \( \delta_k \to 0 \). However, when \( \delta_k = 0 \), we can rewrite the equations in (47)–(52) as

\[
u_{21} = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||K_\sigma \nu - \dot{\nu}|| sgn(\sigma)
\]

(56)

\[
u_{22} = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||\sigma + \nu|| sgn(\sigma)
\]

(57)

\[
u_{23} = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||\nu || sgn(\sigma)
\]

(58)

\[
u_{24} = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||\nu || sgn(\sigma)
\]

(59)

\[
u_{25} = -\frac{\beta}{\lambda_{\min}} \hat{c}_4 ||L|| sgn(\sigma)
\]

(60)

\[
u_{26} = -\beta \|u_0\| ||\Lambda|| sgn(\sigma)
\]

(61)

From the aforementioned expressions, we can see that the variables \( u_{21}, \ldots, u_{26} \) are bounded when \( \hat{c}_\zeta, c_\zeta, \nu, \dot{\nu}, \zeta, \) and \( \Lambda \) are bounded. As such, there is no division by zero in the control design.

**Remark 3.2:** Noting (47)–(52), and the corresponding adaptive laws (53)–(57), the signals required for the implementation of the adaptive robust control are \( \sigma, \nu, \dot{\nu}, \zeta, \) and \( \Lambda \). Acceleration measurements are not required for the adaptive robust control.

**Remark 3.3:** For the computation of the control \( \tau \), we require the left inverse of the matrix \( B \) to exist such that \( B^T B = B^T (B B^T)^{-1} B = I \). The matrix \( B \) can be written as \( B = \text{diag}[L_1^T T_2^T R_1^T B_1, L_2^T T_2^T R_2^T B_2] \). From the definition of \( L_i \) in (31), we have that \( L_i^T \in \mathbb{R}^{(n_{ia} + m) \times (n_{ia} + m - n_{i}\nu)} \) is full row ranked, and the left inverse of \( L_i^T \) exists. The matrix \( R_i \) is defined as \( R_i(q_i) = \text{diag}[H_i(q_i), I_{n_{ia} \times n_{ia}}] \in \mathbb{R}^{n_{ia} \times (n_{ia} + n_{ia} - n_{i}\nu)} \). Since \( H_i \) in \( \mathbb{R}^{n_{ia} \times m} \) is formed by a set of \( m \) smooth and linearly independent vector fields, we have that \( R_i^T \) is full row ranked, and the left inverse of \( R_i^T \) exists.
Since the matrices $L_i^T$ and $R_i^T$ are full row ranked, $B_i$ is a full-ranked input transformation matrix, and $T_2$ is a diffeomorphism, there exists a left inverse of the matrix $B$ such that $B^+B = B^T(BB^T)^{-1}B = I$.

**Remark 3.4:** Application of sliding-mode control generally leads to the introduction of the $\text{sgn}$ function in the control laws, which would lead to the chattering phenomenon in the practical control [18]. To reduce the chattering phenomenon, we introduce positive time-varying functions $\delta_j$, with properties described in Definition 3.1, in the control laws (45)–(50), such that the controls are continuous for $\delta_j \neq 0$.

### C. Control Stability

**Theorem 3.1:** Considering the mechanical system described by (27), under Assumption 2.2, using the control law (44), the following can achieved.

1) $e_\zeta = \dot{\zeta} - \zeta_d$, $\dot{e}_\zeta = \dot{\zeta} - \dot{\zeta}_d$, and $e_\lambda = \lambda_\zeta - \lambda_d$ converge to a small set containing the origin as $t \to \infty$.

2) All the signals in the closed loop are bounded for all $t \geq 0$.

**Proof:** See Appendix B.

### IV. Simulation Studies

To verify the effectiveness of the proposed control algorithm, we consider two similar 3-DOF mobile manipulator systems shown in Fig. 3. Both mobile manipulators are subjected to the following constraint:

$$\dot{x}_i \cos \theta_i + \dot{y}_i \sin \theta_i = 0, \quad i = 1, 2.$$ 

Using the Lagrangian approach, we can obtain the standard form for (17) and (18) with $q_{iv} = [x_i, y_i, \theta_i]^T$, $q_ia = [\theta_{i1}, \theta_{i2}, \theta_{i3}]^T$, where $\theta_{i2} = \pi/2$ and is fixed, $q_i = [q_{iv}, q_ia]^T$, and $A_i = [\cos \theta_i, \sin \theta_i, 0]^T$ and $M_{iv} = \begin{bmatrix} M_{iv11} & M_{iv12} \\ M_{iv21} & M_{iv22} \end{bmatrix}$, $C_{iv} = \begin{bmatrix} C_{iv11} & C_{iv12} \\ C_{iv21} & C_{iv22} \end{bmatrix}$.
The desired trajectory of the object is set as:
\[
\begin{align*}
\dot{x}_d &= 2.0 \text{ m/s, and } \dot{y}_d = 0 \text{ m/s.}
\end{align*}
\]
and the initial conditions selected for mobile manipulator I are $x_i(0) = 2.15 \text{ m, } y_i(0) = 0 \text{ m, } \theta_{i1}(0) = 0 \text{ rad, } \theta_{i2}(0) = 0 \text{ rad, } \theta_{i3}(0) = 0 \text{ rad, } \lambda(0) = 0 \text{ N/m, } K_w = \text{diag}(2.0) \text{ N/m, } K_f = \text{diag}(1.0) \text{ m/s, and } K_a = \text{diag}(1.0) \text{ rad/s^2.}
\]
One can obtain the total efficiency of the mobile platform.

For each mobile manipulator, by the transformation similar to (25) and (26), $T_{i1}(\theta_i) = [\theta_i, x_i, \cos(\theta_i) + y_i \sin(\theta_i), -x_i \sin(\theta_i) + y_i \cos(\theta_i)]^T$ and $u_{i2} = [e_{i2}, v_{i2}, x_i \cos(\theta_i) + y_i \sin(\theta_i)]^T$. One can obtain the total efficiency of the mobile platform.

The robust adaptive control (44) is used, the tracking errors for both mobile manipulators are given by $\hat{e}_{i1}^T, e_{i2}^T = [\hat{e}_{i1}, \hat{e}_{i2}, e_{i2}, e_{i3}, \hat{e}_{i2}u_{i2d}]^T$. The initial conditions for mobile manipulator I are $x_{i1}(0) = 1.15 \text{ m, } y_{i1}(0) = 0 \text{ m, } \theta_{i1}(0) = 0 \text{ rad, } \theta_{i2}(0) = 0 \text{ rad, } \theta_{i3}(0) = 0 \text{ rad, } \lambda(0) = 0 \text{ N/m, } K_w = \text{diag}(2.0) \text{ N/m, } K_f = \text{diag}(1.0) \text{ m/s, and } K_a = \text{diag}(1.0) \text{ rad/s^2.}
\]
In the simulation, the design parameters are selected as $k_0 = 5.0, k_1 = 180.0, k_2 = 5.0, k_3 = 5.0, \eta(0) = 0 \text{ N/m, } K_w = \text{diag}(2.0) \text{ N/m, } K_f = \text{diag}(1.0) \text{ m/s, and } K_a = \text{diag}(1.0) \text{ rad/s^2.}$

Fig. 8. Tracking of arm joint angles of mobile manipulator II.

Fig. 9. Input torques for mobile manipulator I.

Fig. 10. Torques of mobile manipulator II.

are shown in Figs. 9 and 10. Fig. 11 shows the contact force tracking \( \lambda_c = \lambda^d_c - \lambda^c \), since joint 3 makes the manipulator redundant in the force space. From Fig. 11, we can see that the contact force is always more than zero, which means that the two mobile manipulators always keep in contact, and the force error converges to zero through the selection of \( K_\lambda \) and \( K_I \).

V. CONCLUSION

In this paper, the dynamics and control of two mobile robotic manipulators manipulating a constrained object have been investigated. In addition to the motion of the object with respect to the world coordinates, its relative motion with respect to the mobile manipulators is also taken into consideration. The dynamics of such a system is established, and its properties are discussed. Robust adaptive controls have been developed, which can guarantee the convergence of positions and boundedness of the constraint force. The control signals are smooth, and no projection is used in the parameter update law. Simulation results illustrate the performance of the proposed controls.

APPENDIX A

TRANSFORMATION INTO THE CHAINED SYSTEM

Proposition A.1: Consider the drift-free nonholonomic system

\[
\dot{q}_v = r_1(q_v)\dot{z}_1 + \cdots + r_m(q_v)\dot{z}_m
\]

where \( r_i(q_v) \) are smooth linearly independent input vector fields. There exist state transformation \( X = T_1(q_v) \) and feedback \( \dot{z}_j = T_2(q_v)u_b \) on some open set \( U \subset \mathbb{R}^n \) to transform the system into an \((m-1)\)-chain single-generator chained form if and only if there exists a basis \( f_1, \ldots, f_m \) for \( \Delta_0 := \text{span}\{r_1, \ldots, r_m\} \) which has the form

\[
f_1 = \left( \frac{\partial}{\partial q_{v1}} \right) + \sum_{i=2}^{n_v} f_i(q_v)\frac{\partial}{\partial q_{vi}}
\]

\[
f_j = \sum_{i=2}^{n_v} f_i(q_v)\frac{\partial}{\partial q_{vi}}, \quad 2 \leq j \leq m
\]

such that the distributions

\[
G_j = \text{span} \{ \text{ad}^j f_1, \ldots, \text{ad}^j f_m : 0 \leq i \leq j \}, \quad 0 \leq j \leq n_v - 1
\]

have constant dimension on \( U \) and are all involutive, and \( G_{n_v-1} \) has dimension \( n_v - 1 \) on \( U \) [13].

APPENDIX B

PROOF OF THEOREM 3.1

Proof: Combining the dynamic equation (41) together with (38), (39), and (44), the close-loop system dynamics can be written as

\[
M\ddot{s} = -M\dot{\nu} - C(\nu + \sigma) - G - d + B\tau + J^T\lambda
\]

\[
\dot{\nu} = -k_0\eta_i - \Lambda_i
\]

\[
\dot{s}_{i1} = \eta_i + \bar{u}_{i1}
\]

\[
\dot{s}_{i2} = (\eta_i + \bar{u}_{i1})\zeta_{i3} + s_{i3}u_{i4} - k_2s_{i2}u_{i4}^{2l}
\]
Taking the time derivative of $V_2$ and integrating (68) result in

\[ V_2 = -\sigma^T K_\sigma \sigma + \sigma^T M^{-1} u_{26} \]

\[ + \sigma^T M^{-1} \Delta M(K_\sigma \sigma - \nu) + \sigma^T M^{-1} u_{21} + \frac{\hat{c}_1 \hat{c}_1}{\gamma_1} \]

\[ + \left[ -\sigma^T M^{-1} \Delta C(\sigma + \nu) + \sum_{\varsigma = 2}^3 \left( \sigma^T M^{-1} u_{2\varsigma} + \frac{\hat{c}_\varsigma \hat{c}_\varsigma}{\gamma_\varsigma} \right) \right] \]

\[ + \left[ -\sigma^T M^{-1} D + \sigma^T M^{-1} u_{25} + \frac{\hat{c}_5 \hat{c}_5}{\gamma_5} \right]. \]  

(71)

Considering Property 2.2, Assumption 3.1, and (47), the third right-hand term of (71) is bounded by

\[ \sigma^T M^{-1} \Delta M(K_\sigma \sigma - \nu) + \sigma^T M^{-1} u_{21} + \frac{1}{\gamma_1} \hat{c}_1 \hat{c}_1 \]

\[ \leq \frac{c_1}{\lambda_{\min}} \| K_\sigma \sigma - \nu \| \| \sigma \| \]

\[ - \frac{1}{\lambda_{\min}} \hat{c}_1 \| K_\sigma \sigma - \nu \| \| \sigma \| + \frac{1}{\gamma_1} \hat{c}_1 \]

\[ = \frac{c_1}{\lambda_{\min}} \| K_\sigma \sigma - \nu \| \| \sigma \| - \frac{1}{\lambda_{\min}} \hat{c}_1 \| K_\sigma \sigma - \nu \| \| \sigma \| + \frac{1}{\gamma_1} \hat{c}_1 \]

\[ + \hat{c}_1 \left[ \frac{1}{\gamma_1} - \frac{1}{\lambda_{\min}} \| K_\sigma \sigma - \nu \| \| \sigma \| \right] \]

\[ \leq \frac{\delta_1}{\lambda_{\min}} \frac{\alpha_1}{\gamma_1} \hat{c}_1 \leq \frac{\delta_1}{\lambda_{\min}} \frac{\alpha_1}{\gamma_1} \left( \frac{1}{2} c_1 \right)^2 + \frac{\alpha_1}{4\gamma_1} c_1. \]  

(72)

The last inequality obtained is because $-\hat{c}_1 \hat{c}_1 = (-\hat{c}_1 - (1/2) c_1)^2 + (1/4) c_1^2$.

Similarly, considering Property 2.2, Assumption 3.1, (48), and (49), the fourth right-hand term of (71) is bounded by

\[ -\sigma^T M^{-1} \Delta C(\sigma + \nu) \sum_{\varsigma = 2}^3 \left( \sigma^T M^{-1} u_{2\varsigma} + \frac{\hat{c}_\varsigma \hat{c}_\varsigma}{\gamma_\varsigma} \right) \]

\[ \leq \frac{1}{\lambda_{\min}} \left( \left( c_2 + c_3 \| \hat{c}_2 \| \right) \| \sigma + \nu \| \| \sigma \| \right. \]

\[ - \frac{c_2^2 \| \sigma + \nu \| \| \sigma \|}{c_2^2 \| \sigma + \nu \| \| \sigma \| + \delta_2} + \frac{1}{\gamma_2} \hat{c}_2 \hat{c}_2 \]

\[ - \frac{c_3^2 \| \hat{c}_2 \| \| \sigma + \nu \| \| \sigma \|}{c_3^2 \| \hat{c}_2 \| \| \sigma + \nu \| \| \sigma \| + \delta_2} + \frac{1}{\gamma_3} \hat{c}_3 \hat{c}_3 \]

\[ = \frac{1}{\lambda_{\min}} \hat{c}_2 \| \sigma + \nu \| \| \sigma \| - \frac{1}{\lambda_{\min}} \frac{c_2^2 \| \sigma + \nu \| \| \sigma \|}{c_2^2 \| \sigma + \nu \| \| \sigma \| + \delta_2} \]

\[ + \hat{c}_2 \left[ \frac{1}{\gamma_2} - \frac{1}{\lambda_{\min}} \| \sigma + \nu \| \| \sigma \| \right]. \]  

(70)
Similarly, considering Property 2.2, Assumption 3.1, and (50), the fifth right-hand term of (71) is bounded by

\[
\begin{aligned}
&\frac{\hat{c}_3}{\lambda_{\min}} \|\dot{z}\| \sigma + \nu \|\sigma\| - \frac{\hat{c}_3^2}{\lambda_{\min}} \|\dot{z}\|^2 \sigma + \nu \|\sigma\|^2 + \delta_3 \\
&+ \frac{1}{\gamma_3} \left( \frac{1}{\hat{c}_3} - \frac{1}{\lambda_{\min}} \|\dot{z}\| \sigma + \nu \|\sigma\| \right) \\
&\leq \frac{3}{\lambda_{\min}} \delta_3 - \frac{\alpha_c}{\gamma_3} \left( \hat{c}_3 - \frac{1}{2} \tau_c \right)^2 + \frac{\alpha_c \hat{c}_3^2}{4 \gamma_3^2}.
\end{aligned}
\]  

(73)

Similarly, considering Property 2.2, Assumption 3.1, and (51), the sixth right-hand term of (71) is bounded by

\[
\begin{aligned}
&\sigma^T M^{-1} \Delta G + \sigma^T M^{-1} u_{25} + \frac{1}{\gamma_5} \hat{c}_5 \hat{c}_5 \\
&\leq \frac{\hat{c}_5}{\lambda_{\min}} \|\sigma\| - \frac{1}{\lambda_{\min}} \hat{c}_5^2 \|\sigma\|^2 + \frac{1}{\gamma_5} \hat{c}_5 \\
&= \frac{1}{\lambda_{\min}} \hat{c}_5 \|\sigma\| - \frac{1}{\lambda_{\min}} \hat{c}_5^2 \|\sigma\|^2 + \frac{1}{\gamma_5} \hat{c}_5 \\
&\leq \frac{1}{\lambda_{\min}} \delta_5 - \frac{\alpha_5}{\lambda_{\min}} \left( \hat{c}_5 - \frac{1}{2} \tau_c \right)^2 + \frac{\alpha_5 \hat{c}_5^2}{4 \gamma_5^2}.
\end{aligned}
\]  

(74)

Combining (70) and (71), we obtain

\[
\begin{aligned}
\dot{V} &\leq - \sum_{i=1}^{n_i-1} \sum_{j=2}^{k_i} s_{ij}^2 s_{ij} u_{2i} - \sum_{i=1}^{n_{in}} s_{in}^2 s_{in} - \sum_{i=1}^{k_0} \eta_i^2 \\
&+ \hat{u}_b^T \Lambda - \sigma^T K \sigma - \sum_{i=1}^{n_i-1} \sum_{j=2}^{k_i} s_{ij} \hat{c}_5^2 s_{ij} u_{2i} - \sum_{i=1}^{k_0} \hat{c}_5 \eta_i^2 \\
&+ \frac{1}{\lambda_{\min}} \sum_{k=1}^{5} \delta_k + \frac{5}{\lambda_{\min}} \alpha_c \hat{c}_3^2 + \sigma^T M^{-1} U_{26}.
\end{aligned}
\]  

(76)

Considering Property 2.2 and (52), the fourth and ninth right-hand terms of (76) are bounded by

\[
\begin{aligned}
\dot{u}_b^T \Lambda + \sigma^T M^{-1} U_{26} &\leq \|\dot{u}_b\| \|\Lambda\| - \|\dot{u}_b\| \|\sigma\| \|\sigma\| + \delta_6 \\
&\leq \delta_6.
\end{aligned}
\]  

(77)

Therefore, we can rewrite (76) as

\[
\dot{V} \leq - \sum_{i=1}^{n_i-1} \sum_{j=2}^{k_i} k_i \hat{c}_5^2 s_{ij} u_{2i} + \sum_{i=1}^{k_0} \eta_i^2 \\
- \sigma^T K \sigma - \sum_{i=1}^{5} \frac{\alpha_c \hat{c}_3^2}{\lambda_{\min}} + \delta_6.
\]  

(78)

Noting Definition 3.1, we have \( F = (1/\lambda_{\min}) \sum_{k=1}^{5} \delta_k + \sum_{i=1}^{n_i-1} (\alpha_i/4 \gamma_i) \hat{c}_3^2 + \delta_6 \to 0 \) as \( t \to \infty \).

We define \( \mathcal{A} = \sum_{i=1}^{n_i} k_i \hat{c}_5^2 s_{ij} u_{2i} + \lambda_{\min}(K) \|\sigma\|^2 + \sum_{i=1}^{5} \frac{\alpha_i}{4 \gamma_i} (\hat{c}_3 - (1/2) \tau_c) \), and from the definition, we have \( \dot{u}_b > 0 \forall \eta_i, s_{in}, u_{2i}, \alpha_i, \gamma_i \), and \( c_i, \) where \( i = 1, 2 \) and \( \zeta = 1, \ldots, 5 \).

Integrating both sides of (78) gives

\[
V(t) - V(0) \leq - \int_{0}^{t} \dot{V} d\sigma + \int_{0}^{t} F ds < - \int_{0}^{t} \dot{V} d\sigma + C
\]  

(79)

where \( C = \sum_{k=1}^{5} (a_k / \lambda_{\min}) + \sum_{i=1}^{5} (b_i / 4 \gamma_i) \hat{c}_3^2 + a_6 \) is a finite constant from Definition 3.1; we have \( V(t) < V(0) - \int_{0}^{t} \dot{V} d\sigma + C \). Thus, \( V \) is bounded, and subsequently, \( \eta_i, s_{in}, u_{2i}, \alpha_i, \gamma_i, \) and \( \nu \) are bounded. From the definition of \( s_{in} \) in (38), it is concluded that \( \epsilon_i \in \epsilon_1, \ldots, \epsilon_{in} \|\sigma\| \) is bounded, which follows that \( \eta \) is bounded. From (79), we have \( \epsilon_i \in \epsilon_1, \ldots, \epsilon_{in} \|\sigma\| \in L_2 \), which implies that \( \dot{u}_b \in L_2 \). Since \( \sigma = u - z \) is bounded, and considering (25), (30), (37), and the definition of \( \epsilon_i \), we can say that \( \dot{e}_i + K \epsilon_i \) is bounded, which can be rewritten as \( \dot{e}_i \leq -K \epsilon_i + P \). Considering \( V_e = (1/2) \epsilon_i^2 \), we can obtain

\[
\dot{V} \leq -e_i^T (K \epsilon_i + K - K \epsilon_i) + \frac{1}{4} \epsilon_i \|\sigma\| \|\sigma\| + \frac{1}{4} \epsilon_i \|\sigma\| \|\sigma\| + \delta_6.
\]  

(76)

Combining (70) and (71), we obtain

\[
\begin{aligned}
\dot{V} &\leq - \sum_{i=1}^{n_i-1} \sum_{j=2}^{k_i} k_i \hat{c}_5^2 s_{ij} u_{2i} - \sum_{i=1}^{k_0} \eta_i^2 \\
&+ \hat{u}_b^T \Lambda - \sigma^T K \sigma - \sum_{i=1}^{n_i-1} \sum_{j=2}^{k_i} \frac{\alpha_c}{\lambda_{\min}} (\hat{c}_3 - (1/2) \tau_c) \}
\end{aligned}
\]  

(76)

where \( P = [p, \ldots, p] \in \mathbb{R}^{n_i \times -k_1} \) is a constant vector, \( p > \|\sigma(t)\| \forall t \), \( \epsilon_i \in \mathbb{R}^{n_i \times -k_1} \) is a constant diagonal matrix chosen such that \( \lambda_{\min}(K \epsilon_i) > 0 \), \( \lambda_{\max}(K) \) denotes the maximum eigenvalue of \( K \), and \( \lambda_{\min}(K \epsilon_i) \) denotes the minimum eigenvalue of \( K \epsilon_i - K \). From the previous equations, we can conclude that \( \epsilon_i \) is bounded. Since \( q_{id} \), the desired trajectory, is bounded, we can say that \( q_{id}^2 \) and \( \dot{q}_{id}^2 \) are bounded, which implies that \( \zeta_i \) and \( \dot{u}_b \) are bounded as well. From (61) and (62), we can say that \( d(s_{ij} / u_{2i}) / dt, \hat{s}_{iv}, \eta_i, \) and \( \dot{u}_b \) are bounded. Thus, from (40), we can say that \( \nu \) is bounded and that \( \dot{\nu} \) is bounded as well. Therefore, from Remark 3.1, we can conclude that \( u_{21}, \ldots, u_{26} \) are bounded.

Differentiating \( u_{id1}^T \) yields

\[
d_{id1} \frac{d}{dt} u_{id1} \eta_i = -k_1 u_{id1}^T s_{id1} + \dot{u}_{id1}^T \hat{u}_{id1} \eta_i - k_0 \hat{u}_{id1} \eta_i
\]  

(77)
where the first term is uniformly continuous and the other terms tend to zero. Since \( (d/dt)u_{1d} \eta \) converges to zero [18], therefore, \( s_i \) and \( s_j \) converge to zero, and \( \zeta_i \to \zeta_{id} \) and \( \zeta_i \to \zeta_{id} \) as \( t \to \infty \).

Substituting the control (44) into the reduced-order dynamics (33) yields

\[
J^T \left[ (K_\lambda + 1)e_\lambda + K_I \int_0^t e_\lambda dt \right] = M(\dot{\sigma} + \dot{\nu}) + G + d + C(\nu + \sigma) - L(L^T L)^{-1}(u_1 + u_2).
\]

(80)

Since \( \dot{\sigma}, \sigma, \dot{\nu}, \nu, c_i, \alpha_i, \zeta_i, \gamma_i, \Lambda, \) and \( \delta_i \) are all bounded, the right-hand side of (80) is also bounded, i.e., \( J^T [(K_\lambda + 1)e_\lambda + K_I \int_0^t e_\lambda dt] = \Gamma(\dot{\sigma}, \sigma, \dot{\nu}, \nu, c_i, \alpha_i, \zeta_i, \gamma_i, \Lambda, \delta_i), \Gamma(*) \in L_\infty. \)

Let \( \int_0^t e_\lambda dt = E_\lambda \), where \( E_\lambda = e_\lambda \). By appropriately choosing \( K_\lambda = \text{diag}[(K_\lambda)_i] \), where \( (K_\lambda)_i > -1 \), and \( K_I = \text{diag}[(K_I)_i] \), where \( (K_I)_i > 0 \), to make \( E_i(p) = (1/(K_\lambda + 1))p + (K_I)_i \), where \( p = d/dt, \) a strictly proper exponential stable transfer function, it can be concluded that \( \int_0^t e_\lambda dt \in L_\infty \), \( e_\lambda \in L_\infty \), and the size of \( e_\lambda \) can be adjusted by choosing the proper gain matrices \( K_\lambda \) and \( K_I \).

Since \( \dot{\sigma}, \sigma, \dot{\nu}, \nu, c_i, \alpha_i, \zeta_i, \gamma_i, \Lambda, \delta_i, e_\lambda, \) and \( \int_0^t e_\lambda dt \) are all bounded, we can say that \( \tau \) is bounded as well.
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