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Abstract—In this paper, adaptive neural network (NN) control is investigated for a class of discrete-time multi-input–multi-output (MIMO) nonlinear systems with triangular form inputs. Each subsystem of the MIMO system is in strict feedback form. First, through two phases of coordinate transformation, the MIMO system is transformed into input–output representation with the triangular form input structure unchanged. By using high-order neural networks (HONNs) as the emulators of the desired controls, effective output feedback adaptive control is developed using backstepping. The closed-loop system is proved to be semi-globally uniformly ultimate bounded (SGUUB) by using Lyapunov method. The output tracking errors are guaranteed to converge into a compact set whose size is adjustable, and all the other signals in the closed-loop system are proved to be bounded. Simulation results show the effectiveness of the proposed control scheme.

Index Terms—Discrete-time system, high-order neural networks (HONNs), multi-input–multi-output (MIMO) system, neural networks (NNs).

I. INTRODUCTION

Neural networks (NNs) control of nonlinear systems has been extensively studied in the past decades. The universal approximation ability of NNs makes it one of the effective tools in nonlinear system identification and control [1]–[9].

Due to the difficulties in discrete-time systems, such as the noncausal problem [10] in backstepping design, the works in discrete-time domain are much less than those in the continuous domain. In [1], input–output-based NN control was studied for a class of nonlinear discrete-time systems. In [11], multilayer NN was used in control of a class of discrete-time nonlinear systems with general relative degree. Offline training is needed to provide a good starting point for the online adaptive control. In [12], both state feedback and output feedback schemes were investigated for a class of discrete-time systems with general relative degree and bounded disturbances. For a class of discrete-time systems in strict feedback form, an effective backstepping design method was proposed in [10], in which, the noncausal problem was elegantly solved through the introduction of an n-step ahead descriptor. All these good NN controllers are designed for single-input–single-output (SISO) discrete-time nonlinear systems.

For multi-input–multi-output (MIMO) discrete-time systems, some results can be found in [13]–[16] for affine MIMO systems, i.e., the control inputs appear linearly, which makes feedback linearization method applicable. For nonaffine discrete-time MIMO systems, due to the inputs are in nonaffine form, feedback linearization method cannot be used. Therefore, how to find the “inverse” control, if there is one, is a problem that needs to be investigated. In [17], state feedback control scheme was investigated for a class of discrete-time nonlinear MIMO systems with triangular form inputs and bounded disturbances by using NNs. Though the method proposed is effective, all the system states are needed in order to construct the stable control. In [8], NN control was proposed for a class of nonaffine MIMO nonlinear autoregressive average with exogenous inputs (NARMAX) systems. First, SISO plants were studied, then the results were extended to MIMO cases. By first-order Taylor linearization, NNs were used to construct the inverse model for the linearized systems, which makes the results local. Additional restrictions include: 1) there is no input coupling in the system studied in [8], which avoided one of the major difficulties in MIMO nonlinear system control; and 2) NN identification should be carried out in advance in order to make the control implementable if the plant model is unknown.

In this paper, we are considering a class of MIMO nonlinear discrete-time systems with triangular form inputs [6]. Each subsystem of the MIMO system is in strict feedback form. Though the jth input appears linearly in the jth subsystem, the other j−1 inputs appear nonlinearly in the jth subsystem, which leads to the whole system in nonaffine form. First, through two phases of coordinate transformation, the system studied is transformed from state–space model into input–output representation, with each subsystem is in τ-step (τ is the system delay) predictor form and the triangular form inputs remains unchanged. Then, backstepping design is implemented. NNs and input–output sequences are used to construct the stable control. Comparing with the MIMO nonaffine system studied in the literature, we can see that: 1) there are complex inputs coupling; and 2) NN identification is not needed in this paper. The main contributions of this paper can be summarized as follows.

• An effective NN control scheme is developed for a class of complex nonlinear discrete-time nonaffine MIMO systems in state–space representation, for which, feedback linearization cannot be implemented.

• Only input and output sequences are used to construct the stable control, which is simple and easy to be implemented in practical applications.
• System transformation is introduced, which transform the system from state–space description into input–output representation, and extends our previous works in [10] from SISO systems to MIMO systems.
• \(\tau\)-step update laws are implemented, which are effective for this class of MIMO systems.

II. MIMO SYSTEM DYNAMICS

Consider the following discrete-time MIMO system in state–space representation:

\[
\Sigma_d \left\{ \begin{array}{l}
x_{1,1}(k+1) = f_{1,1}(x_{1,1}(k)) \\
+ g_{1,1}(f_{1,1}(k)) x_{1,1}+1(k) \\
1 \leq i_1 \leq \tau - 1 \\
x_{1,\tau}(k+1) = f_{1,\tau}(X(k)) + g_{1,\tau}(X(k)) u_1(k) \\
\end{array} \right.
\]

\[
\Sigma_j \left\{ \begin{array}{l}
x_{j,1}(k+1) = f_{j,1}(x_{j,1}(k)) \\
+ g_{j,1}(x_{j,1}(k)) x_{j,1}+1(k) \\
1 \leq j_1 \leq \tau - 1 \\
x_{j,\tau}(k+1) = f_{j,\tau}(X(k), u_{i-1}(k)) \\
+ g_{j,\tau}(X(k)) u_j(k) \\
\end{array} \right.
\]

\[
\Sigma_n \left\{ \begin{array}{l}
x_{n,1}(k+1) = f_{n,1}(x_{n,1}(k)) \\
+ g_{n,1}(f_{n,1}(k)) x_{n,1}+1(k) \\
1 \leq i_n \leq \tau - 1 \\
x_{n,\tau}(k+1) = f_{n,\tau}(X(k), u_{i-1}(k)) \\
+ g_{n,\tau}(X(k)) u_n(k) \\
\end{array} \right.
\]

where \(X(k) = [x_{1}^T(k), x_{2}^T(k), \ldots, x_{\tau}^T(k)]^T\) with \(x_{j}(k) = [x_{j,1}(k), x_{j,2}(k), \ldots, x_{j,\tau}(k)]^T \in \mathbb{R}^\tau\) (\(\tau\) is the system delay), \(u_j(k) \in \mathbb{R}^m\) and \(y_j(k) \in \mathbb{R}^n\) are the state variables, the system inputs and outputs, respectively, \(u_{i-1}(k) = [u_1(k), u_2(k), \ldots, u_{i-1}(k)] (j = 2, \ldots, n)\); \(x_{j,i}(k) = [x_{j,1}(k), \ldots, x_{j,i-1}(k)]^T \in \mathbb{R}^{i-1}\) denotes the first \(i\) states of the \(j\)th subsystem; \(f_{j,i}(\cdot)\) and \(g_{j,i}(\cdot)\) are smooth nonlinear functions. Noting that the control inputs of the whole system are in triangular form, then backstepping can be used to design stable controls for this class of systems. It is obvious that there are \(n\) subsystems in system (1), with the length of each subsystem being \(\tau\), and system (1) has \(n\) inputs and \(n\) outputs.

**Assumption 1**: The sign of \(g_{j,i}(\cdot) (j = 1, \ldots, n \text{ and } i = 1, \ldots, \tau)\), are known and there exist two constants \(\bar{g}_{j,i}, \overline{g}_{j,i} > 0\) such that \(\bar{g}_{j,i} \leq g_{j,i}(\cdot) \leq \overline{g}_{j,i}, \forall X(k) \in \Omega \subset \mathbb{R}^{\tau \times \tau}\).

Without losing generality, we shall assume that \(g_{j,i}(\cdot)\) is positive in this paper.

The control objective is to design control input \(u(k) = [u_1(k), \ldots, u_n(k)]^T\) to drive the system output \(y(k) = [y_1(k), \ldots, y_n(k)]^T\) to follow a known and bounded trajectory \(y_d(k) = [y_{d,1}(k), \ldots, y_{d,n}(k)]^T\).

**Assumption 2**: The desired trajectory \(y_d(k) \in \Omega_y, \forall k > 0\) is smooth and known, where \(\Omega_y \triangleq \{\chi | \chi = y(k)\}\).

**Lemma 1**: Consider the linear time varying discrete-time system given by

\[
x(k+1) = A(k)x(k) + Bu(k), \quad y(k) = Cx(k)
\]

where \(A(k), B\) and \(C\) are appropriately dimensional matrices with \(B\) and \(C\) being constant matrices. Let \(\Phi(k_1, k_0)\) be the state-transition matrix corresponding to \(A(k)\) for system (2), i.e., \(\Phi(k_1, k_0) = \prod_{k_1 = k_0}^{k_1 - 1} A(k)\). If \(\|\Phi(k_1, k_0)\| < 1\), \(\forall k_1 > k_0 \geq 0\), then system (2) is globally exponentially stable for the unforced system (i.e., \(u(k) = 0\)); and 2) bounded-input–bounded-output (BIBO) stable [12].

III. FUNCTION APPROXIMATION BY HONNN

In control engineering, NN has been successfully used as function approximators to solve different problems. The most frequently used NNs belongs to the linear-in-parameters function approximators which include radial basis function neural networks (RBFNNs) [18], polynomials [19], high-order neural networks (HONNs) [6] splines [20], fuzzy systems [21] and wavelet networks [22], among others. In terms of stability, they are also most equivalent. Their differences lie in the control performance, and difficulty of implementation [18]. The use of HONNN is partially because of its relatively smaller size than that of RBFNN for its curse of dimensionality. For clarity, we consider the HONNNs

\[
\phi(W,z) = W^T S(z), \quad W \in \mathbb{R}^{p \times p} \text{ and } S(z) \in \mathbb{R}^p
\]

\[
S(z) = [s_1(z), s_2(z), \ldots, s_l(z)]^T
\]

\[
s_i(z) = \prod_{j \in I_i} (s_j(z))^\eta_{ij}, \quad i = 1, 2, \ldots, l
\]

where \(z = [z_1, z_2, \ldots, z_q]^T \in \Omega \subset \mathbb{R}^q\), positive integer \(l\) denotes the NN node number, and \(p\) is the dimension of function vector, \(\{I_1, I_2, \ldots, I_l\}\) is a collection of \(l\) not-ordered subsets of \{1, 2, \ldots, q\} and \(\eta_{ij}(\cdot)\) are nonnegative integers, \(W\) is an adjustable synaptic weight matrix, \(s_j(z)\) is chosen as hyperbolic tangent function \(s_j(z) = (e^{z_j} - e^{-z_j})/(e^{z_j} + e^{-z_j})\).

For a desired function \(u^*(z)\), there exist ideal weights \(W^*\) such that the smooth function \(u^*\) can be approximated by an ideal NN on a compact set \(\Omega \subset \mathbb{R}^q\)

\[
u^* = W^T S(z) + \varepsilon_z
\]

where \(\varepsilon_z\) is the bounded NN approximation error satisfying \(|\varepsilon_z| \leq \varepsilon_0\) on the compact set, which can be reduced by increasing the number of the adjustable weights. The ideal weight matrix \(W^*\) is an “artificial” quantity required for analytical purpose, and is defined as that minimizes \(|\varepsilon_z|\) for all \(z \in \Omega \subset \mathbb{R}^q\) in a compact region, i.e.

\[
W^* \triangleq \arg \min_{W \in \mathbb{R}^{p \times p}} \left\{ \sup_{z \in \Omega} |u^* - W^T S(z)| \right\}, \quad \Omega \subset \mathbb{R}^q
\]

In general, the ideal NN weight matrix, \(W^*\), is unknown though constant, its estimate \(\hat{W}\) should be used for controller design which will be discussed later.
IV. SYSTEM COORDINATE TRANSFORMATION

In this section, the procedure of how to transform system (1) from state-space description into input-output description is illustrated. In general, the transformation procedure can be divided into two phases.

A. Coordinate Transformation: Phase 1

Consider the $i$th ($1 \leq i \leq n$) subsystem of system (1)

$$\begin{align*}
\Sigma_i & \quad \begin{cases}
\dot{x}_{i,1}(k+1) = f_{i,1}(x_{i,1}(k)) \\
+ g_{i,1}(x_{i,1}(k))x_{i,2}(k) \\
\vdots \\
x_{i,\tau-1}(k+1) = f_{i,\tau-1}(x_{i,\tau-1}(k)) \\
+ g_{i,\tau-1}(x_{i,\tau-1}(k))x_{i,\tau}(k) \\
x_{i,\tau}(k+1) = f_{i,\tau}(x(k), u_{i-1}(k)) \\
+ g_{i,\tau}(X(k), u(k)) 
\end{cases} \\
\end{align*}$$

Define new coordinates ($1 \leq i \leq n$)

$$\xi_i = [\xi_{i,1}, \xi_{i,2}, \ldots, \xi_{i,\tau}]^T$$

with each element of $\xi_i$ is defined as follows:

$$\begin{align*}
\xi_{i,1}(k) &= x_{i,1}(k) \\
\vdots \\
\xi_{i,\tau}(k) &= x_{i,1}(k + \tau - 1)
\end{align*}$$

Thus, the original system state $X = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^{n \times \tau}$ can be transformed into $\Xi$ defined as

$$\Xi = [\xi_1^T, \xi_2^T, \ldots, \xi_n^T]^T \in \mathbb{R}^{n \times \tau}.$$  

Define this mapping as

$$T(X) : X \rightarrow \Xi.$$  

In order to guarantee that this transformation is valid, in the following, we prove that the mapping is diffeomorphism [23], [24]. Considering (7), it can be obtained that

$$\begin{align*}
\xi_{i,1}(k+1) &= \xi_{i,2}(k) \\
\vdots \\
\xi_{i,\tau-1}(k+1) &= \xi_{i,\tau}(k) \\
\xi_{i,\tau}(k+1) &= x_{i,1}(k + \tau)
\end{align*}$$

Define

$$\begin{align*}
p_{i,1}(x_{i,1}(k)) &\triangleq f_{i,1}(x_{i,1}(k)) \\
q_{i,1}(x_{i,1}(k)) &\triangleq g_{i,1}(x_{i,1}(k)).
\end{align*}$$

Considering the first equation in (5), we obtain

$$\begin{align*}
x_{i,1}(k+1) &= f_{i,1}(x_{i,1}(k)) + g_{i,1}(x_{i,1}(k))x_{i,2}(k) \\
&= p_{i,1}(x_{i,1}(k)) + q_{i,1}(x_{i,1}(k))x_{i,2}(k)
\end{align*}$$

Noting that $x_{i,1}(k+1)$ depends on $\mathbf{x}_{i,2}(k)$, we can define $x_{i,1}(k+1) \triangleq \alpha_{i,1}(x_{i,1}(k))$ with $\alpha_{i,1}()$ being a nonlinear function. Considering (5) and (10), similarly, we can define nonlinear functions $p_{i,j}()$, $q_{i,j}()$ and $\alpha_{i,j}()$ ($j = 2, \ldots, \tau - 1$) as follows:

$$\begin{align*}
x_{i,1}(k+2) &= f_{i,1}(x_{i,1}(k+1)) \\
&+ g_{i,1}(x_{i,1}(k+1))x_{i,2}(k+1) \\
&= f_{i,1}(\alpha_{i,1}(x_{i,1}(k+1))) + g_{i,1}(\alpha_{i,1}(x_{i,1}(k+1))) \\
&\times [f_{i,2}(x_{i,2}(k)) + g_{i,2}(x_{i,2}(k))x_{i,3}(k)] \\
&= p_{i,2}(x_{i,2}(k)) + q_{i,2}(x_{i,2}(k))x_{i,3}(k) \\
&= \alpha_{i,2}(x_{i,2}(k))
\end{align*}$$

with

$$\begin{align*}
p_{i,2}(x_{i,2}(k)) &\triangleq f_{i,1}(\alpha_{i,1}(x_{i,1}(k+1))) \\
&+ g_{i,1}(\alpha_{i,1}(x_{i,1}(k+1)))f_{i,2}(x_{i,2}(k)) \\
q_{i,2}(x_{i,2}(k)) &\triangleq g_{i,1}(\alpha_{i,1}(x_{i,1}(k+1)))g_{i,2}(x_{i,2}(k)) \\
\alpha_{i,2}(x_{i,2}(k)) &\triangleq p_{i,2}(x_{i,2}(k)) + q_{i,2}(x_{i,2}(k))x_{i,3}(k).
\end{align*}$$

Repeating this procedure recursively, we have

$$\begin{align*}
x_{i,1}(k+\tau - 1) &= p_{i,\tau-1}(x_{i,\tau-1}(k)) \\
&+ q_{i,\tau-1}(x_{i,\tau-1}(k))x_{i,\tau}(k) \\
&\triangleq \alpha_{i,\tau-1}(x_{i,\tau}(k))
\end{align*}$$

with $p_{i,j}()$, $q_{i,j}()$ and $\alpha_{i,j}()$ ($j = 1, \ldots, \tau - 1$) being non-linear functions.

Remark 1: Due to the boundedness of $g_{j,i,j}()$ ($1 \leq j \leq n, 1 \leq i, j \leq \tau$) in Assumption 1, $q_{i,j}()$ is also bounded.

Now considering $x_{i,1}(k + \tau - 1)$, we know that

$$\begin{align*}
x_{i,1}(k+\tau-1) &= p_{i,\tau-1}(x_{i,\tau-1}(k+1)) + q_{i,\tau-1}(x_{i,\tau-1}(k))x_{i,\tau}(k)
\end{align*}$$

with $p_{i,\tau-1}()$ and $q_{i,\tau-1}()$ being highly entangled nonlinear functions. Proceeding one more step and noting the last equation in (5), we have

$$\begin{align*}
x_{i,1}(k+\tau) &= p_{i,\tau-1}(x_{i,\tau-1}(k+1)) \\
&+ q_{i,\tau-1}(x_{i,\tau-1}(k+1))x_{i,\tau}(k+1) \\
&\triangleq p_{i,\tau}(x_{i,\tau}(k)) + q_{i,\tau}(x_{i,\tau}(k)) \\
&\times [f_{i,\tau}(X(k), \bar{u}_{i-1}(k)) \\
&+ g_{i,\tau}(X(k), u_{i-1}(k)) \\
&\triangleq p_{i}(X(k), \bar{u}_{i-1}(k)) + q_{i}(X(k), u_{i-1}(k)) \\
&\times f_{i,\tau}(X(k), \bar{u}_{i-1}(k)) \\
&\triangleq q_{i}(X(k), \bar{u}_{i-1}(k))f_{i,\tau}(X(k)).
\end{align*}$$

Remark 2: Noting Assumption 1, Remark 1 and that we have assumed the positiveness of $g_{j,i,j}()$, it can be easily obtained that $q_{i}(X(k)) = q_{i}(\bar{X}_{i,\tau}(k))g_{i,\tau}(X(k))$ is also bounded. Specifically, there are two positive constants $q_i$ and $\bar{q}_i$ such that $q_i \leq q_i(\cdot) \leq \bar{q}_i$ ($1 \leq i \leq n$).
Therefore, the original system (1) becomes

\begin{align}
\xi_{i,1}(k+1) &= \xi_{i,2}(k) \\
&\vdots \\
\xi_{i,\tau-1}(k+1) &= \xi_{i,\tau}(k) \\
\xi_{i,\tau}(k+1) &= p_i(X(k), \bar{u}_{i-1}(k)) + q_i(X(k)) u_i(k)
\end{align}

(14)

provided that the coordinate transformation, $T(X)$, is diffeomorphism. In the next, we will show that the mapping $T(X)$ is indeed diffeomorphism.

Considering (7) and (11), the mapping from $x_i(k) = [x_{i,1}(k), x_{i,2}(k), \ldots, x_{i,\tau}(k)]^T$ to $\xi_i(k) = [\xi_{i,1}(k), \xi_{i,2}(k), \ldots, \xi_{i,\tau}(k)]^T$ can be expressed as follows:

\begin{align}
\xi_{i,1}(k) &= x_{i,1}(k) \\
\xi_{i,2}(k) &= x_{i,1}(k+1) \\
&= p_{i,1}(\bar{x}_{i,1}(k)) + q_{i,1}(\bar{x}_{i,1}(k)) x_{i,2}(k) \\
\xi_{i,3}(k) &= x_{i,1}(k+2) \\
&= p_{i,2}(\bar{x}_{i,2}(k)) + q_{i,2}(\bar{x}_{i,2}(k)) x_{i,3}(k) \\
&\vdots \\
\xi_{i,\tau-1}(k) &= x_{i,1}(k + \tau - 2) \\
&= p_{i,\tau-2}(\bar{x}_{i,\tau-2}(k)) x_{i,\tau-1}(k) \\
\xi_{i,\tau}(k) &= x_{i,1}(k + \tau - 1) \\
&= p_{i,\tau-1}(\bar{x}_{i,\tau-1}(k)) x_{i,\tau}(k)
\end{align}

(15)

From (15), it can be seen that the coordinate transformation is the following:

- Decoupled subsystems: the coordinate transformation from $x_i(k) = [x_{i,1}(k), \ldots, x_{i,\tau}(k)]^T$ to $\xi_i(k) = [\xi_{i,1}(k), \ldots, \xi_{i,\tau}(k)]^T$ are independent of other subsystems.
- Independent of the control input $u_i(k)$: the coordinate transformation has nothing to do with the control inputs.

Define this mapping as follows ($1 \leq i \leq n$):

\[ T_i(x_i(k)) : x_i(k) \rightarrow \xi_i(k) \]

(16)

then we know that the whole system coordinate transformation from $X(k)$ to $\Xi(k)$ defined in (9) can be written as follows:

\[ T(X(k)) = \begin{bmatrix}
T_1(x_1(k)) & 0 & \cdots & 0 \\
0 & T_2(x_2(k)) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & T_n(x_n(k))
\end{bmatrix} \]

(17)

If we can verify that the mapping $T_i(x_i(k))$ in (15) is diffeomorphism [23], [24], then owing to the independent property of $T_i(x_i(k))$ ($1 \leq i \leq n$), we know that the whole system coordinate transformation, $T(X(k))$ in (17) is also diffeomorphism.

Lemma 2: Let $U$ be an open subset of $\mathbb{R}^n$ and let $\varphi = (\varphi_1, \ldots, \varphi_n) : U \rightarrow \mathbb{R}^n$ be a smooth map. If the Jacobian Matrix

\[ \frac{d\varphi}{dx} = \begin{bmatrix}
\frac{\partial \varphi_1}{\partial x_1} & \cdots & \frac{\partial \varphi_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial \varphi_n}{\partial x_1} & \cdots & \frac{\partial \varphi_n}{\partial x_n}
\end{bmatrix} \]

is nonsingular at some point $p \in U$, or equivalently, Rank($d\varphi/dx$) = $n$ at some point $p \in U$, then there exists a neighborhood $V \subset U$ of $p$ such that $\varphi : V \rightarrow \varphi(V)$ is a diffeomorphism [10], [23], [24].

Lemma 3: The mapping $T(X(k)) : X(k) \rightarrow \Xi(k)$, defined in (9) and (16) as

\[ T(X(k)) = \text{diag} \left[ T_1(x_1(k)), T_2(x_2(k)), \ldots, T_n(x_n(k)) \right] \]

is a diffeomorphism.

Proof: The proof for the diffeomorphism of $T_i(x_i(k))$ can be found in [10]. For completeness, it is also detailed here.

Considering the $i$th subsystem ($1 \leq i \leq n$), we have $\xi_i(k) = T_i(x_i(k))$. It is shown in Lemma 2 that once 1) the map $T_i(\cdot)$ is invertible, and 2) $T_i(\cdot)$ and $T_i^{-1}(\cdot)$ are both continuously differentiable, then the map $T_i(\cdot)$ is a diffeomorphism.

Noting that

\[ x_{i,1}(k+1) = \xi_{i,1}(k) \]

\[ x_{i,2}(k+1) = \xi_{i,2}(k) \]

and that

\[ x_{i,1}(k+1) = \frac{f_{i,1}(\bar{x}_{i,1}(k))}{g_{i,1}(\bar{x}_{i,1}(k))} \]

we have

\[ x_{i,2}(k) = \frac{\xi_{i,2}(k) - f_{i,1}(\bar{x}_{i,1}(k))}{g_{i,1}(\bar{x}_{i,1}(k))} = \frac{\xi_{i,2}(k) - f_{i,1}(\bar{x}_{i,1}(k))}{g_{i,1}(\bar{x}_{i,1}(k))} \]

Therefore, we can define that

\[ x_{i,2}(k) = t_{i,2}(\xi_{i,1}(k), \xi_{i,2}(k)) \]

(18)

with

\[ t_{i,2}(k) = \frac{\xi_{i,2}(k) - f_{i,1}(\bar{x}_{i,1}(k))}{g_{i,1}(\bar{x}_{i,1}(k))} \]

It is clear that

\[ x_{i,2}(k+1) = t_{i,2}(k+1) \]

\[ \frac{\partial t_{i,2}(k)}{\partial \bar{x}_{i,1}(k)} = \frac{1}{g_{i,1}(\bar{x}_{i,1}(k))} \]

\[ \frac{\partial t_{i,2}(k+1)}{\partial \bar{x}_{i,1}(k+1)} = \frac{1}{g_{i,1}(\bar{x}_{i,1}(k+1))} \]

\[ \frac{\partial t_{i,2}(k+1)}{\partial \xi_{i,3}(k)} = \frac{1}{g_{i,1}(\bar{x}_{i,1}(k+1))} \]

(19)

(noting $\xi_{i,2}(k+1) = \xi_{i,3}(k)$).
Because
\[ x_{i,3}(k) = x_{i,2}(k + 1) - f_{i,2}(\xi_{i,2}(k)) \]

Therefore, we can obtain
\[ x_{i,3}(k) = \frac{t_{i,2}(k + 1) - f_{i,2}[\xi_{i,1}(k), t_{i,2}(k)]^T}{g_{i,2}[\xi_{i,1}(k), t_{i,2}(k)]^T} \]

\[ \Delta = t_{i,3}(k). \]

It is obvious that
\[ \frac{\partial t_{i,3}(k)}{\partial \xi_{i,3}(k)} = \frac{\partial t_{i,2}(k + 1)}{\partial \xi_{i,2}(k)} \]
\[ = \frac{1}{g_{i,1}(\xi_{i,2}(k)) \times g_{i,2}[\xi_{i,1}(k), t_{i,2}(k)]^T \times \cdots \times g_{i,\tau}(\xi_{i,1}(k), t_{i,2}(k), \ldots, t_{i,\tau-2}(k))^T}. \]

Continuing this process recursively, finally, we can obtain
\[ x_{i,\tau}(k) = t_{i,\tau}(\xi_{i,\tau}(k)) \]
\[ \frac{\partial t_{i,\tau}(k)}{\partial \xi_{i,\tau}(k)} = \frac{1}{g_{i,\tau}(k)} \]
with
\[ g_{i,\tau}(k) = g_{i,1}(\xi_{i,2}(k)) \times \cdots \times g_{i,\tau}(\xi_{i,1}(k), t_{i,2}(k), \ldots, t_{i,\tau-1}(k))^T. \]

Therefore, we can see that for the \( i \)th subsystem, the inverse transformation \( T_{i}^{-1}(\xi_{i}(k)) \) can be denoted as
\[
T_{i}^{-1}(\xi_{i}(k)) = \begin{bmatrix}
-x_{i,1}(k) \\
x_{i,2}(k) \\
\vdots \\
x_{i,\tau}(k)
\end{bmatrix}
\]
and, consequently, we have
\[
\frac{\partial T_{i}^{-1}(\xi_{i}(k))}{\partial \xi_{i}(k)} = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
* & \frac{1}{g_{i,1}(\xi_{i,2}(k))} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & * & \star
\end{bmatrix}. \tag{19}
\]

Similarly, for the other subsystems, this coordinate transformation still holds. Therefore, for the whole system, the inverse transformation from \( \Xi(k) \) to \( X(k) \) can be expressed as
\[
T^{-1}(\Xi) = \begin{bmatrix}
T_{1}^{-1}(\xi_{1}) & 0 & \cdots & 0 \\
0 & T_{2}^{-1}(\xi_{2}) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_{n}^{-1}(\xi_{n})
\end{bmatrix}. \tag{20}
\]

Noting (19), it can be concluded that the Jacobian matrix of \( T^{-1}(\Xi) \) is both nonsingular and differentiable. Therefore, we conclude that both the mapping \( T(X(k)) \) and its inverse, \( T^{-1}(\Xi(k)) \) are all nonsingular and differentiable. Therefore, we have the following equation:
\[ X(k) = T^{-1}(\Xi(k)) \tag{21} \]
and \( T(X(k)) \) is a diffeomorphism actually. This completes the proof.

Therefore, considering (14), we know that the \( i \)th subsystem of (1) is in the following form:
\[
\begin{aligned}
\xi_{i,1}(k + 1) &= \xi_{i,2}(k) \\
\vdots & \vert \hspace{2cm} \vert \hspace{2cm} \vert \\
\xi_{i,\tau-1}(k + 1) &= \xi_{i,\tau}(k) \\
\xi_{i,\tau}(k + 1) &= f_{i}(\Xi(k), \xi_{i-1}(k)) + g_{i}(\Xi(k)) u_{i}(k)
\end{aligned} \tag{22}
\]

Noting (21), (22) can be written as
\[
\begin{aligned}
\xi_{1,1}(k + 1) &= \xi_{1,2}(k) \\
\vdots & \vert \hspace{2cm} \vert \hspace{2cm} \vert \\
\xi_{i,\tau-1}(k + 1) &= \xi_{i,\tau}(k) \\
\xi_{i,\tau}(k + 1) &= f_{i}(\Xi(k), \xi_{i-1}(k)) \\
&\hspace{1cm}+ g_{i}(\Xi(k)) u_{i}(k)
\end{aligned} \tag{23}
\]
with
\[
f_{i}(\Xi(k), \xi_{i-1}(k)) \Delta = p_{i}(T^{-1}(\Xi(k)), \xi_{i-1}(k)) + g_{i}(\Xi(k)) u_{i}(k)
\]

This completes the first phase of system coordinate transformation.

B. Coordinate Transformation: Phase II

Now, the original system (1) has been transferred into the following form:
\[
\begin{aligned}
\xi_{1,i_{1}}(k + 1) &= \xi_{1,i_{1}+1}(k), \quad 1 \leq i_{1} \leq \tau - 1 \\
\xi_{1,\tau}(k + 1) &= f_{1}(\Xi(k)) \\
&\hspace{1cm}+ g_{1}(\Xi(k)) u_{1}(k) \\
\vdots & \vert \hspace{2cm} \vert \hspace{2cm} \vert \\
\xi_{i,i_{j}}(k + 1) &= \xi_{i,i_{j}+1}(k), \quad 1 \leq i_{j} \leq \tau - 1 \\
\xi_{i,\tau}(k + 1) &= f_{j}(\Xi(k), \xi_{i-1}(k)) \\
&\hspace{1cm}+ g_{j}(\Xi(k)) u_{j}(k) \\
\vdots & \vert \hspace{2cm} \vert \hspace{2cm} \vert \\
\xi_{n,i_{j}}(k + 1) &= \xi_{n,i_{j}+1}(k), \quad 1 \leq i_{j} \leq \tau - 1 \\
\xi_{n,\tau}(k + 1) &= f_{n}(\Xi(k), \xi_{n-1}(k)) \\
&\hspace{1cm}+ g_{n}(\Xi(k)) u_{n}(k) \\
y_{j}(k) &= \xi_{j,1}(k), \quad 1 \leq j \leq n
\end{aligned} \tag{24}
\]

with \( f_{j}(\cdot) \) and \( g_{j}(\cdot) \) (\( 1 \leq j \leq n \)) being smooth nonlinear functions. Noting Remark 2, we know that there are two positive constants \( \underline{g_{i}} \) and \( \overline{g_{i}} > 0 \), such that \( \underline{g_{i}} \leq g_{i}(\cdot) \leq \overline{g_{i}} \) (\( 1 \leq i \leq n \)), \( \forall \Xi(k) \in \Theta \subset \mathbb{R}^{n \times \tau} \).

However, each subsystem in state–space representation (24) consists of \( \tau \) states in its first \( \tau - 1 \) equations, therefore, how to guarantee the stability of each state by choosing appropriate control is a problem that needs to be solved.
Owing to the cascade property of each subsystem, we can find that for the \( j \)th subsystem, we have \( \xi_{j,1}(k) = y_j(k) \), \( \xi_{j,2}(k) = y_j(k+1), \ldots, \xi_{j,r}(k) = y_j(k+r-1) \). This motivates us to seek for input–output representation (38) for each subsystem, for which the states will be stabilized once the output sequence is stabilized. In the following, the coordinate transformation procedure is outlined in the following:

1) for each subsystem, use its corresponding output sequence to represent their states;
2) transform each subsystem from state–space representation to \( r \)-step predictor input–output presentation, at the same time, the triangular form inputs structure remains unchanged.

Motivated by the design procedure in [10], coordinate transformation is used to transform system (24) from state–space description to input–output description. Consider the \( j \)th \((1 \leq j \leq n)\) subsystem in system (24)

\[
\Sigma_j : \begin{cases}
    \xi_{j,1}(k+1) = \xi_{j,2}(k) \\
    \vdots \\
    \xi_{j,r}(k+1) = f_j(\Xi(k), \pi_{j-1}(k)) + g_j(\Xi(k)) u_j(k)
\end{cases}
\]

(25)

In order to develop the output feedback control scheme, define the following new variables:

\[
\underline{y}_j(k) = \begin{bmatrix}
    y_1(k-r+1), & \ldots, & y_1(k-1), & y_1(k) \end{bmatrix}^T \\
\vdots \\
\underline{y}_n(k) = \begin{bmatrix}
    y_n(k-r+1), & \ldots, & y_n(k-1), & y_n(k) \end{bmatrix}^T
\]

and

\[
\underline{u}_j(k-1) = \begin{bmatrix}
    u_1(k-1), & \ldots, & u_1(k-r+1) \end{bmatrix}^T \\
\vdots \\
\underline{u}_n(k-1) = \begin{bmatrix}
    u_n(k-1), & \ldots, & u_n(k-r+1) \end{bmatrix}^T.
\]

Furthermore, define

\[
\underline{z}_j(k) = \begin{bmatrix}
    \underline{y}_1^T(k), & \underline{u}_1^{k-1T}(k) \end{bmatrix}^T \\
\vdots \\
\underline{z}_n(k) = \begin{bmatrix}
    \underline{y}_n^T(k), & \underline{u}_n^{k-1T}(k) \end{bmatrix}^T \in \mathbb{R}^{(2r-1)\times n}
\]

\[
\underline{z}(k) = \begin{bmatrix}
    \underline{z}_1^T(k), & \underline{z}_2^T(k), & \ldots, & \underline{z}_n^T(k) \end{bmatrix}^T
\]

According to the definition of the new states, we know that

\[
\underline{y}_j(k) = \begin{bmatrix}
    \xi_{j,1}(k-r+1), & \ldots, & \xi_{j,1}(k-1), & \xi_{j,1}(k) \end{bmatrix}^T \\
\vdots \\
\underline{y}_n(k) = \begin{bmatrix}
    \xi_{n,1}(k-r+1), & \ldots, & \xi_{n,1}(k-1), & \xi_{n,1}(k) \end{bmatrix}^T
\]

Noting (25), we obtain

\[
y_j(k+1) = \xi_{j,2}(k) = \xi_{j,3}(k-1) = \cdots = \xi_{j,r}(k-r+2) \\
= f_j(\Xi(k-r+1), \pi_{j-1}(k-r+1)) + g_j(\Xi(k-r+1)) u_j(k-r+1).
\]

(26)

Noting that

\[
\Xi(k-r+1) = [\xi_{1,1}(k-r+1), \ldots, \xi_{n,1}(k-r+1), \ldots, \xi_{1,r}(k-r+1), \ldots]^T \\
= [y_1(k-r+1), \ldots, y_n(k-r+1), \ldots, y_n(k)]^T \\
= \begin{bmatrix}
    y_1^T(k), & y_2^T(k), & \ldots, & y_n^T(k) \end{bmatrix}^T
\]

and define

\[
Y(k) = \begin{bmatrix}
    y_1^T(k), & y_2^T(k), & \ldots, & y_n^T(k) \end{bmatrix}^T
\]

we have

\[
\Xi(k-r+1) = Y(k).
\]

(27)

Now, (26) becomes

\[
y_j(k+1) = f_j(Y(k), \pi_{j-1}(k-r+1)) + g_j(Y(k)) u_j(k-r+1).
\]

(28)

This means that \( \xi_{j,2}(k) \) is a function of \( Y(k) \), \( \pi_{j-1}(k-r+1) \) and \( u_j(k-r+1) \). It should be noted that although the right-hand side of (28) does not contain all the elements of \( \underline{z}(k) \), for convenience of analysis, we can denote (28) as follows without any ambiguity:

\[
y_j(k+1) = \xi_{j,2}(k) \\
= f_j(Y(k), \pi_{j-1}(k-r+1)) + g_j(Y(k)) u_j(k-r+1) \\
\triangleq \psi_{j,2}(\underline{z}(k)).
\]

(29)

It is obvious that

\[
y_1(k+1) = \xi_{1,2}(k) \\
= f_1(Y(k)) + g_1(Y(k)) u_1(k-r+1) \\
\triangleq \psi_{1,2}(\underline{z}(k))
\]

\[
y_2(k+1) = \xi_{2,2}(k) \\
= f_2(Y(k), u_1(k-r+1)) + g_2(Y(k)) u_2(k-r+1) \\
\triangleq \psi_{2,2}(\underline{z}(k))
\]

\[
\vdots
\]

\[
y_n(k+1) = \xi_{n,2}(k) \\
= f_n(Y(k), u_1(k-r+1), \ldots, u_{n-1}(k-r+1)) + g_n(Y(k)) u_n(k-r+1) \\
\triangleq \psi_{n,2}(\underline{z}(k)).
\]

Thus, we obtain

\[
Y(k+1) = \begin{bmatrix}
    y_1^T(k+1), & y_2^T(k+1), & \ldots, & y_n^T(k+1) \end{bmatrix}^T \triangleq \Psi_1(\underline{z}(k)).
\]

(30)
Similarly, noting (27) and (28), we can obtain
\[
y_j(k+2) = \xi_{j,3}(k) = f_j(\Xi(k-\tau+2), \bar{u}_j(k-\tau+2)) + g_j(\Xi(k-\tau+2)) u_j(k-\tau+2) \\
+ f_j(Y(k+1), u_j(k-\tau+2)) + g_j(Y(k+1)) u_j(k-\tau+2).
\]
(31)
Substituting (30) into (31), we obtain
\[
y_j(k+2) = \xi_{j,3}(k) \triangleq \psi_{j,3}(\bar{z}(k)).
\]
(32)

Therefore, we can obtain
\[
\begin{align*}
y_1(k+2) &= \xi_{1,3}(k) \triangleq \psi_{1,3}(\bar{z}(k)) \\
& \vdots \\
y_n(k+2) &= \xi_{n,3}(k) \triangleq \psi_{n,3}(\bar{z}(k)).
\end{align*}
\]
(33)

Noting (33), it can be easily obtained that
\[
Y(k+2) = \begin{bmatrix} y_1^T(k+2), \ldots, y_n^T(k+2) \end{bmatrix}^T \triangleq \Psi_2(\bar{z}(k)).
\]
(33)

Repeating the previous procedure recursively, we can prove that
\[
y_j(k+\tau-1) = \xi_{j,\tau}(k) \triangleq \psi_{j,\tau}(\bar{z}(k)).
\]
(34)

This implies that \(\xi_{j,\tau}(k)\) is a function of \(\bar{z}(k)\). Similarly, the following equations hold:
\[
\begin{align*}
y_1(k+\tau-1) &= \xi_{1,\tau}(k) \triangleq \psi_{1,\tau}(\bar{z}(k)) \\
& \vdots \\
y_n(k+\tau-1) &= \xi_{n,\tau}(k) \triangleq \psi_{n,\tau}(\bar{z}(k)).
\end{align*}
\]
(35)

By noting (29), (32), and (34), we conclude that
\[
\begin{align*}
\xi_j(k) &= [\xi_{j,1}(k), \xi_{j,2}(k), \ldots, \xi_{j,\tau}(k)]^T \\
&= [y_j(k), \psi_{j,2}(\bar{z}(k)), \ldots, \psi_{j,\tau}(\bar{z}(k))]^T \\
& \triangleq \psi_j(\bar{z}(k)).
\end{align*}
\]

Therefore, we have
\[
\begin{align*}
\xi_1(k) &= [\xi_{1,1}(k), \xi_{1,2}(k), \ldots, \xi_{1,\tau}(k)]^T \triangleq \psi_1(\bar{z}(k)) \\
& \vdots \\
\xi_n(k) &= [\xi_{n,1}(k), \xi_{n,2}(k), \ldots, \xi_{n,\tau}(k)]^T \triangleq \psi_n(\bar{z}(k)).
\end{align*}
\]

The system state \(\Xi(k) = [\xi_1^T(k), \xi_2^T(k), \ldots, \xi_n^T(k)]^T\) also depends on \(\bar{z}(k)\), that means
\[
\Xi(k) = \Psi(\bar{z}(k))
\]
(36)

with \(\Psi(\cdot)\) being a vector nonlinear function. Up to this step, \(\Psi(\cdot)\) contains all the elements of \(\bar{z}(k)\).

Noting (34) and the last equation in system (25), we have
\[
y_j(k+\tau) = \xi_{j,\tau}(k+1) = f_j(\Xi(k), \bar{u}_{j-1}(k)) + g_j(\Xi(k)) u_j(k).
\]
(37)

Substituting (36) into (37), we have
\[
y_j(k+\tau) = f_j(\Psi(\bar{z}(k)), \bar{u}_{j-1}(k)) + g_j(\Psi(\bar{z}(k))) u_j(k)
\]

Thus, we obtain the input–output representation of system (24) as follows:
\[
\begin{align*}
y_1(k+\tau) &= f_1(\Psi(\bar{z}(k))) + g_1(\Psi(\bar{z}(k))) u_1(k) \\
& \vdots \\
y_n(k+\tau) &= f_n(\Psi(\bar{z}(k)), \bar{u}_{n-1}(k)) + g_n(\Psi(\bar{z}(k))) u_n(k)
\end{align*}
\]
(38)

For the convenience of analysis, define
\[
\begin{align*}
f_1(k) &= f_1(\Psi(\bar{z}(k))) \\
g_1(k) &= g_1(\Psi(\bar{z}(k))) \\
f_2(k, \bar{u}_1(k)) &= f_2(\Psi(\bar{z}(k)), \bar{u}_1(k)) \\
g_2(k) &= g_2(\Psi(\bar{z}(k))) \\
& \vdots \\
f_n(k, \bar{u}_{n-1}(k)) &= f_n(\Psi(\bar{z}(k)), \bar{u}_{n-1}(k)) \\
g_n(k) &= g_n(\Psi(\bar{z}(k))).
\end{align*}
\]

Remark 3: By now, we have successfully transformed the original MIMO system from state–space representation (24) into input–output representation (38), with the triangular form inputs structure unchanged. Considering the input–output representation (38), it can be taken as a \(\tau\)-step ahead predictor model [10], in which, the current outputs are determined by system information of \(\tau\) steps earlier. Thus, different from those traditional one step parameter update law [25] used for one-step ahead predictor, high-order update laws should be used to deal with this \(\tau\)-step predictor model, which will be discussed later.

V. CONTROLLER DESIGN AND STABILITY ANALYSIS

The closed-loop system structure is shown in Fig. 1. At the beginning of Section IV-B, we have shown that if (38) is stable, then the stability of (24) is guaranteed. In this section, we will develop stable adaptive NN controls and corresponding weight
tuning laws for system (38), which will subsequently stabilize system (24).

Define tracking error as 
\[
e_i(k) = [e_1(k), \ldots, e_n(k)]^T, \quad i = 1, \ldots, n
\]
then the error dynamics can be obtained
\[
e_1(k + \tau) = f_1(k) + g_1(k)u_1(k) - y_{d1}(k + \tau)
\]
\[
e_2(k + \tau) = f_2(k, \mathbf{n}_1(k)) + g_2(k)u_2(k) - y_{d2}(k + \tau)
\]
\[
\vdots
\]
\[
e_n(k + \tau) = f_n(k, \mathbf{n}_{n-1}(k)) + g_n(k)u_n(k) - y_{dn}(k + \tau).
\]

Considering the first equation in error dynamics (40), if we choose the desired control \(u^n_1(k)\) as
\[
u^n_1(k) = \frac{y_{d1}(k + \tau) - f_1(k)}{g_1(k)}
\]
then we can obtain \(e_1(k + \tau) = 0\). Therefore, the tracking error \(e_1(k)\) will reach zero in \(\tau\) steps. However, in practical applications, normally, an exact system model cannot be obtained. Therefore, the desired control \(u^n_1(k)\) is not applicable. Instead, we can use HONNs to approximate \(u^n_1(k)\)

\[
u^n_1(k) = W_1^T(k)s_1(z_1(k)) + \epsilon_1(z_1(k))
\]
\[
z_1(k) = [z(k), y_{dh}(k + \tau)]^T \in \Omega_{z_1} \subset R^{1 + (2n - 1) \times n}.
\]

Choose the practical adaptive control input \(u_1(k)\) and robust updating algorithm for NN weights as
\[
u_1(k) = W_1^T(k)s_1(z_1(k))
\]
\[
\hat{W}_1(k) = \hat{W}_1(k - \tau) - \Gamma_1
\]
\[
\times \left[ S_1(z_1(k - \tau)) e_1(k) + \sigma_1 \hat{W}_1(k - \tau) \right]
\]
where \(\Gamma_1 \geq 0\) is the adaptation diagonal gain matrix, \(\hat{W}_1(k)\) is the estimate of \(W_1^*(k)\), and \(\sigma_1\) is a small positive constant.

Once \(u_1(k)\) is confirmed, the desired control \(u^n_2(k)\) can be chosen as
\[
u^n_2(k) = \frac{y_{d2}(k + \tau) - f_2(k, \mathbf{n}_1(k))}{g_2(k)}
\]
which will drive \(e_2(k + \tau) = 0\). Similarly, we can choose the corresponding HONN approximator and weight update law. Repeating the previous procedure recursively, at step \(i\), we know that the desired control \(u^n_i(k)\) is
\[
u^n_i(k) = \frac{y_{di}(k + \tau) - f_i(k, \mathbf{n}_{i-1}(k))}{g_i(k)}.
\]

Its HONN approximation is
\[
u^*_i(k) = W^*_i, S_i(z_i(k)) + \epsilon_i(z_i(k))
\]
\[
z_i(k) = [z(k), y_{dh}(k + \tau)]^T \in \Omega_{z_i} \subset R^{i + (2i - 1) \times n}.
\]

Accordingly, the practical control input \(u_i(k)\) and its NN weight update law are chosen as follows:
\[
u_i(k) = \hat{W}_i^T(k)S_i(z_i(k))
\]
\[
\hat{W}_i(k) = \hat{W}_i(k - \tau) - \Gamma_i
\]
\[
\times \left[ S_i(z_i(k - \tau)) e_i(k) + \sigma_i \hat{W}_i(k - \tau) \right]
\]
where \(\Gamma_i \geq 0\) is the adaptation diagonal gain matrix and \(\hat{W}_i(k)\) is the estimate of \(W^*_i(k)\). In the final step, we know that the desired control \(u^n_n(k)\) is
\[
u^n_n(k) = \frac{y_{dn}(k + \tau) - f_n(k, \mathbf{n}_{n-1}(k))}{g_n(k)}.
\]
Its HONN approximation is

\[
\begin{align*}
  u_n^a(k) &= W_n^a T S_n(\zeta_n(k)) + e_n(\zeta_n(k)) \\
  \zeta_n(k) &= [\zeta(k), \bar{u}_{n-1}(k), y_{d,n}(k+\tau)]^T \in \Omega_n \subset \mathbb{R}^{2m_n}. \quad (51)
\end{align*}
\]

Accordingly, the practical control input \(u_n(k)\) and its NN weight update law are chosen as follows:

\[
\begin{align*}
  u_n(k) &= \hat{W}_n^a(k) S_n(\zeta_n(k)) \\
  \hat{W}_n(k) &= \hat{W}_n(k-\tau) - \Gamma_n \\
  &\quad \times \left[ S_n(\zeta_n(k-\tau)) e_n(k) + \sigma_n \hat{W}_n(k-\tau) \right] \quad (53)
\end{align*}
\]

where \(\Gamma_n = \Gamma_n > 0\) is the adaptation diagonal gain matrix and \(\hat{W}_n(k)\) denotes the estimation of \(W_n^a(k)\).

Summarizing (43) and (44), (48) and (49), (52) and (53), we propose the HONN controls and weight update laws for system (38) as follows:

\[
\begin{align*}
  u_i(k) &= \hat{W}_i^a(k) S_i(\zeta_i(k)) \\
  \hat{W}_i(k) &= \hat{W}_i(k-\tau) - \Gamma_i \left[ S_i(\zeta_i(k-\tau)) e_i(k) + \sigma_i \hat{W}_i(k-\tau) \right] \quad (56)
\end{align*}
\]

where \(i = 1, \ldots, n\), \(\zeta_i(k) = [\zeta(k), \bar{u}_{i-1}(k), y_{d,i}(k+\tau)]^T \in \Omega_{z_i} \subset \mathbb{R}^{(2m+1)i} \times n\), \(\Gamma_i = \text{diag}[\gamma_1, \gamma_2, \ldots, \gamma_{n_i}] > 0\) is a diagonal adaptation gain matrix, \(0 < \gamma_1, \gamma_2, \ldots, \gamma_{n_i} < 1\) and \(0 < \sigma_i \leq 1\) are positive constants. It should be noticed that, in the NN weights update laws (55), \(\sigma\)-modification [26] is used to improve the robustness of the controller. For the ease of analysis, (55) can also be written as

\[
\hat{W}_i(k+\tau) = \hat{W}_i(k) - \Gamma_i \left[ S_i(\zeta_i(k)) e_i(k+\tau) + \sigma_i \hat{W}_i(k) \right].
\]  

**Theorem 1:** The closed-loop nonlinear MIMO system consisting of system (1), NN controls (54) and NN weight update laws (55) is semiglobally uniformly ultimately bounded (SGUUB), and has an equilibrium at \([e_1(k), \ldots, e_n(k)]^T = 0\) provided that the design parameters are properly chosen as

\[
\gamma_i = \frac{1}{(1+\bar{u}_{i+1}+\bar{u}_{k_{i+1}})}, \quad \sigma_i < \frac{1}{(1+\bar{u}_{k_{i+1}})} \quad (i = 1, \ldots, n).
\]

This guarantees that all the signals include the state vector \(X(k)\), the control inputs \(u_i(k)\) and NN weight estimates \(\hat{W}_i(k), i = 1, \ldots, n\) are all bounded, subsequently

\[
\lim_{k \to \infty} ||y(k) - y_n(k)|| \leq \epsilon
\]

where \(\epsilon\) is a small positive number.

**Proof:** The proof procedure is as follows.

1. In the first step, for the first subsystem, by choosing NN controller \(u_1(k)\), its stability is guaranteed by using Lyapunov analysis.

2. In the second step, once \(u_1(k)\) is determined, by choosing \(u_2(k)\), we prove the SGUUB stability for the first two subsystems \(\Sigma_1\) and \(\Sigma_2\).

3. Repeating this procedure recursively, in step \(i\), choose \(u_i(k)\) to stabilize subsystems \(\Sigma_i\) to \(\Sigma_i\).

4. Finally, in step \(n\), choose \(u_n(k)\) to guarantee the stability of the whole system.

Suppose that \(Y(k+\tau), Y(k+\tau+1), \ldots, Y(k+n-1) \in \Omega, \forall k \geq 0\) and \(\Omega\) denotes the compact set in which NN approximation (42), (47), (51) are valid. Now, we prove that \(Y(k) \in \Omega\) and \(u(k)\) is bounded by backstepping.

**Step 1:** Noting that \(e_1(k) = y_1(k) - y_{d,1}(k)\), its \(\tau\)-th difference is given by

\[
e_1(k+\tau) = y_1(k+\tau) - y_{d,1}(k+\tau) = f_1(k) + g_1(k) u_1(k) - y_{d,1}(k+\tau). \quad (58)
\]

Adding and subtracting \(g_1(k) u_1^a(k)\) on the right-hand side of (58) and noting (41), we have

\[
e_1(k+\tau) = g_1(k) (u_1(k) - u_1^a(k)) = g_1(k) \left[ \hat{W}_1^a(k) S_1(z_1(k)) - e_{z_1} \right]
\]

with \(\hat{W}_1^a(k) = W_1^a(k) - W_1^a(k)\) denotes the estimation error of the NN weight. Consequently, we obtain

\[
\hat{W}_1^a(k) S_1(z_1(k)) = \frac{e_1(k+\tau)}{g_1(k)} + e_{z_1}. \quad (59)
\]

Choose the following Lyapunov function candidate:

\[
V_1(k) = \frac{1}{g_1} \sum_{j=0}^{\tau-1} e_1^2(k+j) + \sum_{j=0}^{\tau} \hat{W}_1^a(k+j) \Gamma_1^{-1} \hat{W}_1(k+j).
\]  

Its first difference is

\[
\Delta V_1(k) = V_1(k+1) - V_1(k) = -\frac{1}{g_1} e_1^2(k+\tau) - \frac{1}{g_1} e_1^2(k) + \hat{W}_1^a(k+\tau) \times \Gamma_1^{-1} \hat{W}_1(k+\tau) - \hat{W}_1^a(k) \Gamma_1^{-1} \hat{W}_1(k). \quad (60)
\]

Noting weight update algorithm (57) and (59), we have

\[
\Delta V_1(k) = \frac{1}{g_1} e_1^2(k+\tau) - \frac{1}{g_1} e_1^2(k) - 2 \frac{1}{g_1} \hat{W}_1^a(k) S_1(z_1(k)) \times e_1(k+\tau) - 2 \bar{\gamma}_1 \hat{W}_1^a(k) \hat{W}_1(k) + S_1^T(z_1(k)) \times \Gamma_1^{-1} \hat{W}_1(k) \hat{W}_1(k) + \sigma_1^2 \hat{W}_1^a(k) \Gamma_1^{-1} \hat{W}_1(k)
\]

\[
\leq -\frac{1}{g_1} e_1^2(k+\tau) - \frac{1}{g_1} e_1^2(k) - 2 \epsilon_1 e_1(k+\tau) - 2 \bar{\gamma}_1 \hat{W}_1^a(k) \hat{W}_1(k) + S_1^T(z_1(k)) \Gamma_1^{-1} \hat{W}_1(k) \hat{W}_1(k) + \sigma_1^2 \hat{W}_1^a(k) \Gamma_1^{-1} \hat{W}_1(k).
\]
Using the following facts:

\[ S_I^T (z_1(k)) S_I (z_1(k)) < l_1 \]

\[ S_I^T (z_1(k)) \Gamma_{\lambda}^T S_I (z_1(k)) \leq \gamma_I S_I^T (z_1(k)) S_I (z_1(k)) \leq \frac{\gamma}{l} l_1 \]

\[ 2\epsilon_1(k) + \tau \leq \frac{\gamma_1 \epsilon_1^2(k) + \gamma_1 \epsilon_1^2(k) + \gamma_1}{\gamma_1} \]

\[ 2\tilde{W}_i^T(k) \tilde{W}_i(k) \]

\[ = \left\| \tilde{W}_i(k) \right\|^2 + \left\| \tilde{W}_i(k) \right\|^2 - \left\| \tilde{W}_i(k) \right\|^2 \]

\[ 2\sigma_1 \tilde{W}_i^T(k) \Gamma_{\lambda} S_I (z_1(k)) e_1(k) + \tau \]

\[ \leq \frac{\gamma_1 \epsilon_1^2(k) + \gamma_1 \epsilon_1^2(k) + \gamma_1}{\gamma_1} \]

where \( \gamma_1 = \max\{\gamma_1, \gamma_2, \ldots, \gamma_n\} \) denotes the biggest eigenvalue of \( \Gamma_{\lambda} \) and \( l_1 \) denotes the neurons used, we obtain

\[ \Delta V_1 \leq -\frac{\rho_1}{\gamma_1} \epsilon_1^2(k) + \frac{1}{\gamma_1} \epsilon_1^2(k) + \beta_1 \]

\[ -\sigma_1 (1 - \sigma_1 \gamma_1 - \gamma_1 \sigma_1) \left\| \tilde{W}_i(k) \right\|^2 - \sigma_1 \left\| \tilde{W}_i(k) \right\|^2 \]

where \( \rho_1 = 1 - \gamma_1 - \gamma_1 l_1 - \gamma_1 \gamma_1 l_1 \) and \( \beta_1 = (\gamma_1 \epsilon_1^2(k) / \gamma_1) + \sigma_1 \left\| \tilde{W}_i \right\|^2 \). If we choose the design parameters as follows:

\[ \gamma_i < \frac{1}{1 + l_i + \gamma_i} \; \sigma_i < \frac{1}{(1 + \gamma_i) \gamma_i} \] (62)

then we have

\[ \Delta V_1 \leq -\frac{1}{\gamma_i} \epsilon_1^2(k) + \beta_1. \]

Then \( \Delta V_1 \leq 0 \) once the error \( \left\| e_1(k) \right\|^2 \) is larger than \( \sqrt{\gamma_i} \gamma_i \). This implies the boundedness of \( e_1(k) \), and we know that the tracking error \( e_1(k) \) will be bounded in a compact set.

Subtracting \( \tilde{W}_i^T(k) \) to both sides of (44), we can obtain

\[ \tilde{W}_1(k) = \tilde{W}_1(k) \Gamma_{\lambda} \left[ S_I (z_1(k) - \tau) e_1(k) + \sigma_1 \tilde{W}_1(k) \right]. \]

It can be rewritten as

\[ \tilde{W}_1(k) = \tilde{W}_1(k) \Gamma_{\lambda} \left[ S_I (z_1(k) - \tau) e_1(k) + \sigma_1 \tilde{W}_1(k) \right]. \]

Noting that \( \tilde{W}_i^T(k) = \tilde{W}_1(k) - \tilde{W}_1(k) = \tilde{W}_1(k) + \tau - \tilde{W}_1(k) - \tau \), the estimation error (44) can be written as

\[ \tilde{W}_1(k) = (I - \Gamma_{\lambda} \sigma_1) \tilde{W}_1(k) \]

\[ - \Gamma_{\lambda} \left[ S_I (z_1(k)) e_1(k) + \sigma_1 \tilde{W}_1(k) \right] \]

\[ = A_1(k) \tilde{W}_1(k) \]

\[ - \Gamma_{\lambda} \left[ S_I (z_1(k)) e_1(k) + \sigma_1 \tilde{W}_1(k) \right] \]

Because \( 0 < \gamma_1, \gamma_2, \ldots, \gamma_n < 1 \) and \( 0 < \sigma_1 < 1 \), we know that the transition matrix \( \left| \Phi(k_1, k_0) \right| \) of \( A_1(k) \) always satisfies \( \left| \Phi(k_1, k_0) \right| < 1 \). Furthermore, noting \( S_I (z_1(k)) \), \( e_1(k) + \tau \) and \( \sigma_1 \tilde{W}_1^T(k) \) are all bounded, by applying Lemma 1, \( \tilde{W}_1(k) \) is bounded in a compact set denoted by \( \Omega_{\tilde{W}_1} \), and, hence, the boundedness of \( \tilde{W}_1(k) \) is assured.

Step \( i(1 < i < n) \): Following the same procedures in Step 1 or Step 2, for \( e_1(k) = y_1(k) - y_d(k) \), its \( \tau \) difference is given by

\[ e_1(k) + \tau = y_1(k) + \tau \]

\[ = f_i \left( k, \tilde{n}_{i-1}(k) \right) + g_i(k) u_i(k) - y_d(k) + \tau \] (63)

Adding and subtracting \( g_i(k) u_i^T(k) \) on the right-hand side of (63) and noting (46), we have

\[ e_1(k) + \tau = g_i(k) (u_i(k) - u_i^T(k)) \]

\[ = g_i(k) \left[ \tilde{W}_i^T(k) S_i(z_1(k)) - e_{\tilde{z}} \right] \]

with \( \tilde{W}_i^T(k) = \tilde{W}_i^T(k) - \tilde{W}_i^T(k) \). \( S_i(z_1(k)) \) denotes the estimation error of the NN weight \( \tilde{W}_i^T(k) \). Consequently, we obtain

\[ \tilde{W}_i^T(k) S_i(z_1(k)) = \frac{e_1(k+\tau) + \beta_i}{g_i(k)} + \epsilon_{\tilde{z}}. \] (64)

Similarly, choosing the following Lyapunov function candidate for subsystems \( \Sigma_1 \) to \( \Sigma_n \)

\[ \tilde{V}_j(k) = \sum_{j=1}^{i-1} \tilde{V}_j(k) + \frac{1}{\gamma_j} \sum_{j=0}^{\tau-1} \tilde{V}_j(k) + \frac{1}{\gamma_j} \sum_{j=0}^{\tau-1} \tilde{V}_i^T(k) + \frac{1}{\gamma_j} \sum_{j=0}^{\tau-1} \tilde{V}_i^T(k) \] (65)

By following the same procedure as in Step 1, we have

\[ \tilde{V}_i^T(k) \leq \sum_{j=1}^{i-1} \Delta \tilde{V}_j^T(k) - \frac{\rho_i}{\gamma_i} \epsilon_1^2(k) + \frac{1}{\gamma_i} \epsilon_1^2(k) + \beta_i \]

\[ -\sigma_i (1 - \sigma_i \gamma_i - \gamma_i \sigma_i) \Delta \tilde{V}_j^T(k) \left\| \tilde{W}_j(k) \right\|^2 - \sigma_i \left\| \tilde{W}_j(k) \right\|^2 \]

where \( \rho_i = 1 - \gamma_i - \gamma_i l_i - \gamma_i \gamma_i l_i \) and \( \beta_i = (\gamma_i \epsilon_1^2(k) / \gamma_i) + \sigma_i \left\| \tilde{W}_i \right\|^2 \). If we choose the design parameters as follows:

\[ \gamma_i < \frac{1}{1 + l_i + \gamma_i} \; \sigma_i < \frac{1}{(1 + \gamma_i) \gamma_i} \] (66)

then we have

\[ \Delta \tilde{V}_i^T(k) \leq \sum_{j=1}^{i} \left\{ -\frac{1}{\gamma_j} \epsilon_1^2(k) \right\} + \sum_{j=1}^{i} \beta_j. \]

Thus, \( \Delta \tilde{V}_i^T(k) \leq 0 \) once the error \( \epsilon_1^2(k) \) \( (j = 1, 2, \ldots, i) \) is larger than \( \sqrt{\gamma_j / l_j} \). This implies the boundedness of \( e_j(k) \) \( (j = 1, 2, \ldots, i) \). Furthermore, the tracking error \( e_j(k) \) \( (j = 1, 2, \ldots, i) \) will bounded in a compact set.

By following the similar procedure as in Step 1, we know that \( \tilde{W}_i(k) \) is bounded in a compact set denoted by \( \Omega_{\tilde{W}_i} \), and, hence, the boundedness of \( \tilde{W}_i(k) \) is assured.
Step iv: In the final step, following the same procedure as in Step i, we have the following Lyapunov function candidate (for clarity of presentation, details are omitted here)

\[
V_n(k) = \sum_{j=0}^{n-1} V_j(k) + \frac{1}{\bar{g}_n} \sum_{j=0}^{\tau-1} e_j^2(k+j) + \sum_{j=0}^{\tau-1} \tilde{W}_n^T(k+j)\Gamma^{-1}_n \tilde{W}_n(k+j),
\]

(67)

Its first difference is

\[
\Delta V_n(k) \leq \sum_{j=1}^{n-1} \Delta V_j(k) - \frac{\rho_n}{\bar{g}_n} e_j^2(k+\tau) - \frac{1}{\bar{g}_n} e_j^2(k) + \beta_n
\]

\[
- \sigma_n \frac{1}{1-\gamma_n} \leq \gamma_n \sigma_n \frac{1}{1-\gamma_n} \geq 0
\]

with \( \rho_n = 1 - \gamma_n - \gamma_n \). Therefore, we have

\[
\sigma_n \leq \frac{1}{1+\gamma_n} \gamma_n
\]

(68)

then we have

\[
\Delta V_n(k) \leq \sum_{j=1}^{n} \left\{ -\frac{1}{\bar{g}_j} e_j^2(k) \right\} + \sum_{j=1}^{n} \beta_j.
\]

Thus, \( \Delta V_n(k) \leq 0 \) once the error \( e_j(k) \) is larger than \( \sqrt{\bar{g}_j} (\gamma_1 + \cdots + \gamma_n) \). This implies the boundedness of \( e_j(k) \). Furthermore, the tracking error \( e_j(k) \) will be bounded in a compact set.

Following the procedures in previous steps, we know that \( \tilde{W}_n(k) \) is bounded in a compact set denoted by \( \Omega_{W_0} \) and, hence, the boundedness of \( \tilde{W}_n(k) \) is assured.

In summary, for the closed-loop nonlinear MIMO system consists of system (1), controller (54) and adaptive law (55), if the design parameters are chosen as

\[
\gamma_n < \frac{1}{1+\bar{g}_n \gamma_n}, \quad \sigma_n < \frac{1}{1+\bar{g}_n \gamma_n}
\]

then the closed-loop system is SGUUB and has an equilibrium at \( [e_1(k), \ldots, e_n(k)]^T = 0 \). This guarantees that all the signals include the state vector \( X(k) \), the control input \( u(k) \) and NN weights \( \tilde{W}_i(k), i = 1, \ldots, n \) are all bounded. Subsequently

\[
\lim_{k \to \infty} ||y(k) - y_d(k)|| \leq \epsilon
\]

where \( \epsilon \) is a small positive number.

VI. SIMULATION

Consider the following MIMO discrete-time system with triangular form inputs:

\[
\begin{align*}
x_{1,1}(k+1) &= f_{1,1}(\tilde{x}_{1,1}(k)) + g_{1,1}(\tilde{x}_{1,1}(k))x_{1,2}(k) \\
x_{1,2}(k+1) &= f_{1,2}(\tilde{x}_{1,2}(k)) + g_{1,2}(\tilde{x}_{1,2}(k))u_1(k) \\
x_{2,1}(k+1) &= f_{2,1}(\tilde{x}_{2,1}(k)) + g_{2,1}(\tilde{x}_{2,1}(k))x_{2,2}(k) \\
x_{2,2}(k+1) &= f_{2,2}(\tilde{x}_{2,2}(k), u_1(k)) + g_{2,2}(\tilde{x}_{2,2}(k))u_2(k) \\
y_1(k) &= x_{1,1}(k) \\
y_2(k) &= x_{2,1}(k)
\end{align*}
\]

where \( f_{1,1}(\tilde{x}_{1,1}(k)) = \tilde{x}_{1,1}(k)/[1 + \tilde{x}_{1,1}(k)], g_{1,1}(\tilde{x}_{1,1}(k)) = 0.3, f_{1,2}(\tilde{x}_{1,2}(k)) = \tilde{x}_{1,2}(k)/[1 + \tilde{x}_{1,2}(k) + \tilde{x}_{2,1}(k) + \tilde{x}_{2,2}(k)], g_{1,2}(\tilde{x}_{1,2}(k)) = 1, f_{2,1}(\tilde{x}_{2,1}(k)) = \tilde{x}_{2,1}(k)/[1 + \tilde{x}_{2,1}(k)], g_{2,1}(\tilde{x}_{2,1}(k)) = 0.2, f_{2,2}(\tilde{x}_{2,2}(k), u_1(k)) = u_1(k)\tilde{x}_{2,2}(k)/[1 + \tilde{x}_{1,1}(k) + \tilde{x}_{2,1}(k) + \tilde{x}_{2,2}(k)] \text{ and } g_{2,2}(\tilde{x}_{2,2}(k)) = 1.
\]

The control objective is to drive the output \( y(k) = [y_1(k), y_2(k)]^T \) of the system to follow desired reference signals

\[
\begin{align*}
y_{d_1}(k) &= 0.5 + \frac{1}{4} \cos\left(\frac{\pi T k}{4}\right) + \frac{1}{4} \sin\left(\frac{\pi T k}{2}\right) \\
y_{d_2}(k) &= 0.5 + \frac{1}{4} \cos\left(\frac{\pi T k}{4}\right) + \frac{1}{4} \sin\left(\frac{\pi T k}{2}\right)
\end{align*}
\]

with \( T = 0.01 \).

The initial condition for system states is \( x_{1,1}(0) = x_{1,1}(1) = 0.5, x_{1,2}(0) = x_{1,2}(1) = 0, x_{2,1}(0) = x_{2,1}(1) = 0.5, \) and \( x_{2,2}(0) = x_{2,2}(1) = 0 \). The neurons used are \( l_1 = 28 \) and \( l_2 = 36 \). All the elements of the NN weights \( \tilde{W}_1(0), \tilde{W}_1(1), \tilde{W}_2(0) \) and \( \tilde{W}_2(1) \) are initialized to be random numbers between 0.00 and 0.01, and the active functions \( S_1(z_1(0)), S_1(z_1(1)), S_2(z_2(0)), \) and \( S_2(z_2(1)) \) are initialized to be random numbers between 0.00 and 0.02. The \( \sigma \) modification gains are \( \sigma_1 = \sigma_2 = 0.01 \), and adaptive gain matrices are \( \Gamma_1 = \Gamma_2 = 0.015I \).
Simulation results are shown in Figs. 2–5. Figs. 2 and 3 show the tracking performances of the first subsystem and the second subsystem, respectively. It can be seen that, in the initial period of simulation, the tracking errors are large. Then, as the time increases, the practical outputs converge to the neighborhoods of the desired signals. The control input trajectories \( u_1(k) = \tilde{W}_1(z_1(k)) \) and \( u_2(k) = \tilde{W}_2(z_2(k)) \) are shown in Fig. 4. Their corresponding NN weights norms \( \|\tilde{W}_1(k)\| \) and \( \|\tilde{W}_2(k)\| \) are shown in Fig. 5. From Figs. 4 and 5, we can see that both the control inputs and their corresponding weights norms are all bounded.

From Fig. 5, it can be seen that there is no convergence of the weights actually, which corresponds to our analysis in the proof of closed-loop system stability, that the NN weights are only guaranteed to be bounded.

VII. CONCLUSION

In this paper, adaptive NN control has been developed for a class of discrete-time nonlinear MIMO systems. Through coordinate transformation, the system was first transformed into input–output description. Then the input and output sequences were used to construct the effective NN control. HONNs were used to approximate the desired controls. The closed-loop system was proved to be SGUUB based on Lyapunov analysis.
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